Kernel methods and regularization techniques for nonparametric regression: Minimax optimality and adaptation
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Abstract: Regularization is an essential element of virtually all kernel methods for nonparametric regression problems. A critical factor in the effectiveness of a given kernel method is the type of regularization that is employed. This article compares and contrasts members from a general class of regularization techniques, which notably includes ridge regression and principal component regression. We first derive risk bounds for these techniques that match the minimax rates in several settings, using recent large deviations machinery and a natural bias-variance decomposition. We then show that certain regularization techniques are more adaptable than others to favorable regularity properties that the true regression function may possess. This, in particular, demonstrates a striking difference between kernel ridge regression and kernel principal component regression.
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1. Introduction

Suppose that the observed data consists of \( z_i = (y_i, x_i) \), \( i = 1, \ldots, n \), where \( y_i \in \mathcal{Y} \subseteq \mathbb{R} \) and \( x_i \in \mathcal{X} \subseteq \mathbb{R}^d \). Suppose further that \( z_1, \ldots, z_n \sim \rho \) are iid from some probability distribution \( \rho \) on \( \mathcal{Y} \times \mathcal{X} \). Let \( \rho(\cdot|x) \) denote the conditional distribution of \( y_i \) given \( x_i = x \in \mathcal{X} \) and let \( \rho_X \)
denote the marginal distribution of $x_i$. Our goal is to use the available data to estimate the regression function of $y$ on $x$,

$$f^\dagger(x) = \int_y y \, d\rho(y|x),$$

which minimizes the mean-squared prediction error

$$\int_{Y \times X} \{y - f(x)\}^2 \, d\rho(y,x)$$

over $\rho_X$-measurable functions $f : \mathcal{X} \to \mathbb{R}$. More specifically, for an estimator $\hat{f}$ define the risk

$$R_{\rho}(\hat{f}) = \mathbb{E} \left[ \int \{f^\dagger(x) - \hat{f}(x)\}^2 \, d\rho_X(x) \right] = \mathbb{E} \left( ||f^\dagger - \hat{f}||_{\rho_X}^2 \right),$$

where the expectation is computed over $z_1, \ldots, z_n$ and $||\cdot||_{\rho_X}$ denotes the norm on $L^2(\rho_X)$; we seek estimators $\hat{f}$ which minimize $R_{\rho}(\hat{f})$.

This is a version of the random design nonparametric regression problem. There is a vast literature on nonparametric regression, along with a huge variety of corresponding methods (e.g., Gyorfi et al., 2002; Wasserman, 2006). In this paper, we focus on regularization and kernel methods for estimating $f^\dagger$ (here, we mean “kernel” as in reproducing kernel Hilbert space, rather than kernel-smoothing, which is another popular approach to nonparametric regression). Most of our results apply to general regularization operators. However, our motivating examples are two well-known regularization techniques: Kernel ridge regression (which we refer to as “KRR”; KRR is also known as Tikhonov regularization) and kernel principal component regression (“KPCR”; also known as spectral cut-off regularization).

Our main contribution is two-fold. First, we derive new risk bounds for a general class of kernel-regularization methods, which includes both KRR and KPCR. These bounds imply that the corresponding regularization methods achieve the minimax rate for estimating $f^\dagger$ with respect to a variety of kernels and settings; this is illustrated by example in Corollaries 1–4 of Section 6.1. In each example, the minimax rate is determined by the eigenvalues of the kernel operator, computed with respect to $\rho_X$. Second, we show precisely how some types of regularization operators are able to adapt to the regularity of $f^\dagger$, while others are known to have more limitations in this regard and suffer from the saturation effect (Bauer et al., 2007; Mathé, 2005; Neubauer, 1997). More specifically, we show that if $f^\dagger$ has an especially simplified expansion in the eigenbasis of the kernel operator, then some regularization estimators are able to leverage this to obtain even faster (minimax) convergence rates. As a consequence of our adaptation results, we conclude that KPCR is fully minimax adaptive in a range of settings, while KRR is known to saturate. This illustrates a striking advantage that KPCR may have over KRR in these settings.
Related Work

Kernel ridge regression and other regularization methods have been widely studied. Indeed, it is well-known that KRR is minimax in many of the settings we consider in this paper, such as those described in Corollaries 1–4 below (Caponnetto and De Vito, 2007; Zhang, 2005; Zhang et al., 2013). However, our risk bounds and corresponding minimax results apply to more general regularization operators (not just KRR/Tikhonov regularization), which appears to be new. Existing risk bounds for other regularization operators tend to be looser (Bauer et al., 2007) (see the comments after Theorem 1 below) or require auxiliary information (e.g., the bounds in (Caponnetto and Yao, 2010) apply to semi-supervised settings where an additional pool of unlabeled data is available).

Others have also observed that KPCR may have advantages over KRR, as discussed above. Indeed, others have even observed that Tikhonov regularization (KRR) saturates, while spectral cut-off regularization (KPCR) does not (Bauer et al., 2007; Lo Gerfo et al., 2008; Mathé, 2005). Our results (Propositions 4–5) extend beyond this observation to precisely quantify the advantages of unsaturated regularization operators in terms of adaptation and minimaxity. In other related work, Dhillon et al. (2013) have illustrated the potential advantages of KPCR over KRR in finite-dimensional problems with linear kernels; though their work is not framed in terms of saturation and general regularization operators, it essentially relies on similar concepts.

The main engine behind the technical results in this paper is a collection of large-deviation results for Hilbert-Schmidt operators. The required machinery is developed in Appendix A (especially Lemmas 3–5 and Corollary 5); these results build on straightforward extensions of results from (Tropp, 2015). Additionally, our Proposition 5, on finite-rank adaptation, relies on well-known eigenvalue perturbation results that have been adapted to handle Hilbert-Schmidt operators (e.g., the Davis-Kahan sin $\Theta$ theorem (Davis and Kahan, 1970)).

2. Statistical Setting and Assumptions

Our basic assumption on the distribution of $z = (y, x) \sim \rho$ is that the residual variance is bounded; more specifically, we assume that there exists a constant $\sigma^2 > 0$ such that

$$\int_y \{y - f^\dagger(x)\}^2 \, d\rho(y|x) \leq \sigma^2 \quad (2)$$

for almost all $x \in \mathcal{X}$. Zhang et al. (2013) also assume (2); this assumption is slightly weaker than the analogous assumption in (Bauer et al., 2007) (equation (1) in their paper). Note that (2) holds if $y$ is bounded almost surely.
Let $K: \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ be a symmetric positive-definite kernel function. We assume that $K$ is bounded, i.e., that there exists $\kappa^2 > 0$ such that
\[ \sup_{x \in \mathcal{X}} K(x, x) \leq \kappa^2. \]

Additionally, we assume that there is a countable basis of eigenfunctions $\{\psi_j\}_{j=1}^{\infty} \subseteq L^2(\rho_X)$ and a sequence of corresponding eigenvalues $t_1^2 \geq t_2^2 \geq \cdots \geq 0$ such that
\[ K(x, \tilde{x}) = \sum_{j=1}^{\infty} t_j^2 \psi_j(x) \psi_j(\tilde{x}), \quad x, \tilde{x} \in \mathcal{X} \tag{3} \]

and the convergence is absolute. Mercer’s theorem and various generalizations give conditions under which representations like (3) are known to hold (Carmeli et al., 2006); one of the simplest examples is when $\mathcal{X}$ is a compact Hausdorff space, $\rho_X$ is a probability measure on the Borel sets of $\mathcal{X}$, and $K$ is continuous. Observe that
\[ \sum_{j=1}^{\infty} t_j^2 = \sum_{j=1}^{\infty} t_j^2 \int_{\mathcal{X}} |\psi_j(x)|^2 \rho_X(x) = \int_{\mathcal{X}} K(x, x) \rho_X(x) \leq \kappa^2; \]
in particular, $\{t_j^2\} \in \ell^1(\mathbb{N})$.

Let $\mathcal{H} \subseteq L^2(\rho_X)$ be the reproducing kernel Hilbert space (RKHS) corresponding to $K$ (Aronszajn, 1950) and let
\[ \phi_j = t_j \psi_j, \quad j = 1, 2, \ldots \tag{4} \]

It follows from basic facts about RKHSs that $\{\phi_j\}_{j=1}^{\infty}$ is an orthonormal basis for $\mathcal{H}$ (if $t_j^2 > t_{j+1}^2$, then $\{\phi_j\}_{j=1}^{\infty}$ is an orthonormal basis for $\mathcal{H}$). Our main assumption on the relationship between $y, x$, and the kernel $K$ is that
\[ f^\dagger \in \mathcal{H}. \tag{5} \]

This is a regularity or smoothness assumption on $f^\dagger$. We represent $f^\dagger$ in the bases $\{\psi_j\}_{j=1}^{\infty}$ and $\{\phi_j\}_{j=1}^{\infty}$ as
\[ f^\dagger = \sum_{j=1}^{\infty} \gamma_j \psi_j = \sum_{j=1}^{\infty} \beta_j \phi_j, \tag{6} \]

where $\beta_j = \gamma_j / t_j$. Then the assumption (5) is equivalent to
\[ \sum_{j=1}^{\infty} \beta_j^2 = \sum_{j=1}^{\infty} \frac{\gamma_j^2}{t_j^2} < \infty. \]
Many of the results in this paper can be modified, so that they apply to settings where $f^\dagger \notin \mathcal{H}$, by replacing $f^\dagger$ with an appropriate projection of $f^\dagger$ onto $\mathcal{H}$ and including an approximation error term in the corresponding bounds. This approach leads to the study of oracle inequalities (Hsu et al., 2014; Koltchinskii, 2006; Steinwart et al., 2009; Zhang, 2005; Zhang et al., 2013), which we do not pursue in detail here. However, investigating oracle inequalities for general regularization operators may be of interest for future research, as most existing work focuses on ridge regularization.

3. Regularization

As discussed in Section 1, our goal is find estimators $\hat{f}$ that minimize the risk (1). In this paper, we focus on regularization-based estimators for $f^\dagger$. In order to precisely describe these estimators, we require some additional notation for various operators that will be of interest, and some basic definitions from regularization theory.

3.1. Finite-Rank Operators of Interest

For $x \in \mathcal{X}$, define $K_x \in \mathcal{H}$ by $K_x(\tilde{x}) = K(x, \tilde{x})$, $\tilde{x} \in \mathcal{X}$, and let $X = (x_1, \ldots, x_n)^\top \in \mathbb{R}^{n \times p}$ and $y = (y_1, \ldots, y_n)^\top \in \mathbb{R}^n$. Additionally, define the finite-rank linear operators $S_X : \mathcal{H} \to \mathbb{R}^n$ and $T_X : \mathcal{H} \to \mathcal{H}$ (both depending on $X$) by

$$S_X \phi = (\langle \phi, K_{x_1} \rangle_{\mathcal{H}}, \ldots, \langle \phi, K_{x_n} \rangle_{\mathcal{H}})^\top = (\phi(x_1), \ldots, \phi(x_n))^\top,$$

$$T_X \phi = \frac{1}{n} \sum_{i=1}^{n} \langle \phi, K_{x_i} \rangle_{\mathcal{H}} K_{x_i} = \frac{1}{n} \sum_{i=1}^{n} \phi(x_i) K_{x_i},$$

where $\langle \cdot, \cdot \rangle_{\mathcal{H}}$ is the inner-product on $\mathcal{H}$ and $\phi \in \mathcal{H}$. Let $\langle \cdot, \cdot \rangle_{\mathbb{R}^n}$ denote the normalized inner-product on $\mathbb{R}^n$, defined by $\langle v, \tilde{v} \rangle_{\mathbb{R}^n} = n^{-1} v^\top \tilde{v}$ for $v = (v_1, \ldots, v_n)^\top$, $\tilde{v} = (\tilde{v}_1, \ldots, \tilde{v}_n)^\top \in \mathbb{R}^n$. Then the adjoint of $S_X$ with respect to $\langle \cdot, \cdot \rangle_{\mathcal{H}}$ and $\langle \cdot, \cdot \rangle_{\mathbb{R}^n}$, $S_X^* : \mathbb{R}^n \to \mathcal{H}$, is given by

$$S_X^* v = \frac{1}{n} \sum_{i=1}^{n} v_i K_{x_i}.$$

Additionally, $T_X = S_X^* S_X$. Finally, observe that $S_X S_X^* : \mathbb{R}^n \to \mathbb{R}^n$ is given by the $n \times n$ matrix $S_X S_X^* = n^{-1} K$, where $K = (K(x_i, x_j))_{1 \leq i, j \leq n}$; $K$ is the kernel matrix, which is ubiquitous in kernel methods and enables finite computation.
3.2. Basic Definitions

A family of functions $g_{\lambda} : [0, \infty) \rightarrow [0, \infty)$ indexed by $\lambda > 0$ is called a regularization family if it satisfies the following three conditions:

(R1) $\sup_{0 < t \leq \kappa^2} |t g_{\lambda}(t)| < 1$.

(R2) $\sup_{0 < t \leq \kappa^2} |1 - t g_{\lambda}(t)| \leq 1$.

(R3) $\sup_{0 < t \leq \kappa^2} |g_{\lambda}(t)| < \lambda^{-1}$.

(This definition follows (Bauer et al., 2007; Engl et al., 1996), but is slightly more restrictive.) The main idea behind a regularization family is that it “looks” similar to $g(t) = 1/t$, but is better-behaved near $t = 0$, i.e., it is bounded by $\lambda^{-1}$. An important quantity that is related to the adaptability and saturation point of a regularization family (mentioned in Section 1), is the qualification of the regularization. The qualification of the regularization family $\{g_{\lambda}\}_{\lambda>0}$ is defined to be the maximal $\xi \geq 0$ such that

$$\sup_{0 < t \leq \kappa^2} |1 - t g_{\lambda}(t)| t^\xi \leq \lambda^\xi.$$  

(7)

The two primary examples of regularization considered in this paper are ridge (Tikhonov) regularization, where

$$g_{\lambda}(t) = r_{\lambda}(t) = \frac{1}{t + \lambda}$$

and principal component (spectral cut-off) regularization, where

$$g_{\lambda}(t) = s_{\lambda}(t) = \frac{1}{t} I\{t \geq \lambda\}.$$  

(8)

Observe that ridge regularization has qualification 1 and principal component regularization has qualification $\infty$. Another example of a regularization family is the Landweber iteration, which can be viewed as a special case of gradient descent (see, e.g., Bauer et al., 2007; Lo Gerfo et al., 2008; Rosasco et al., 2005). Throughout the paper, all regularization families are assumed to have qualification at least 1.

3.3. Estimators

Given a regularization family $\{g_{\lambda}\}_{\lambda>0}$, we define the $g_{\lambda}$-regularized estimators for $f^\dagger$,

$$\hat{f}_{\lambda} = g_{\lambda}(T_X) S_X^* y.$$  

(9)

Here, $g_{\lambda}$ acts on the spectrum (eigenvalues) of the finite-rank operator $T_X$. The dependence of $\hat{f}_{\lambda}$ on the regularization family is implicit; our results hold for any regularization family.
except where explicitly stated (in particular, Section 6.2). The estimators \( \hat{f}_\lambda \) are the main focus of this paper.

To provide some intuition behind \( \hat{f}_\lambda \), define the positive self-adjoint operator \( T : \mathcal{H} \to \mathcal{H} \) by

\[
T \phi = \int_X \langle \phi, K_x \rangle_{\mathcal{H}} K_x \, d\rho_X(x) = \sum_{j=1}^{\infty} t_j^2 \langle \phi, \phi_j \rangle_{\mathcal{H}} \phi_j, \quad \phi \in \mathcal{H}.
\]

Observe that \( T \) is a “population” version of the operator \( T_X \). Unlike \( T_X \), \( T \) often has infinite rank; however, we still might expect that

\[
T \approx T_X \quad \text{(10)}
\]

for large \( n \) (where the approximation holds in some suitable sense).

We also have a large-\( n \) approximation for \( S^*_X y \). For \( \phi \in \mathcal{H} \),

\[
\langle \phi, S^*_X y \rangle_{\mathcal{H}} = \frac{1}{n} \sum_{i=1}^{n} y_i \langle \phi, K_{x_i} \rangle_{\mathcal{H}} \approx \int_{Y \times X} y \phi(x) \, d\rho(y, x) = f^\dagger(x) \phi(x) \, d\rho_X(x) = \langle \phi, f^\dagger \rangle_{L^2(\rho_X)} = \langle \phi, T f^\dagger \rangle_{\mathcal{H}},
\]

where \( \langle \cdot, \cdot \rangle_{L^2(\rho_X)} \) denotes the inner-product on \( L^2(\rho_X) \) and we have used (4) to obtain the last equality. It follows that \( S^*_X y \approx T f^\dagger \). Hence, to recover \( f^\dagger \) from \( y \), it would be natural to apply the inverse of \( T \) to \( S^*_X y \). However, \( T \) is not invertible whenever it has infinite rank, and regularization becomes necessary. We thus arrive at the chain of approximations which help motivate \( \hat{f}_\lambda \):

\[
\hat{f}_\lambda = \frac{1}{\lambda} (T_X) S^*_X y \approx \frac{1}{\lambda} T f^\dagger \approx f^\dagger,
\]

where \( g_\lambda(T) \) may be viewed as an approximate inverse for a suitably chosen regularization parameter \( \lambda \). The rest of the paper is devoted to deriving bounds on the risk

\[
R_\rho(\hat{f}_\lambda) = \mathbb{E} \left( \| f^\dagger - \hat{f}_\lambda \|_{\rho_X}^2 \right) \approx \mathbb{E} \left\{ \| f^\dagger - g_\lambda(T_X) S^*_X y \|_{\rho_X}^2 \right\} \quad \text{(11)}
\]

and investigating the effect of specific regularization families \( \{ g_\lambda \}_{\lambda > 0} \) on the accuracy of \( \hat{f}_\lambda \).

4. Preliminary Simplifications

The main results in this paper involve bounding (11). This section is devoted to deriving some preliminary simplifications of (11).
By (4), the $L^2(\mu)$-norm in (11) can be converted into a norm on $H$; indeed, we have $R_\rho(\hat{f}_\lambda) = \mathbb{E}\{\|T^{1/2}(f^\dagger - \hat{f}_\lambda)\|_H^2\}$. Next, define the residuals $\epsilon_i = y_i - f^\dagger(x_i)$, $i = 1, \ldots, n$, and let $\epsilon = (\epsilon_1, \ldots, \epsilon_n)^\top$. Then $\hat{f}_\lambda = g_\lambda(T_X)f^\dagger + g_\lambda(T_X)S_X^\ast \epsilon$ and it follows that

$$R_\rho(\hat{f}_\lambda) = \mathbb{E}\left[\|T^{1/2}\{I - g_\lambda(T_X)\}f^\dagger - T^{1/2}g_\lambda(T_X)S_X^\ast \epsilon\|_H^2\right]$$

$$= \mathbb{E}\left[\|T^{1/2}\{I - g_\lambda(T_X)\}f^\dagger\|_H^2\right] + \mathbb{E}\left\{\|T^{1/2}g_\lambda(T_X)S_X^\ast \epsilon\|_H^2\right\}. \tag{12}$$

This is a bias/variance decomposition of the risk $R_\rho(\hat{f}_\lambda)$; the first term in (12) represents the bias of $\hat{f}_\lambda$ and the second term represents the variance.

In order to further simplify (12), we first note that the Hilbert space $H$ is isometric to $\ell^2(N)$ via the isometry $\iota : H \to \ell^2(N)$, given by

$$\iota : \sum_{j=1}^{\infty} \alpha_j \phi_j \mapsto (\alpha_1, \alpha_2, \ldots)^\top \tag{13}$$

(if $H$ is finite dimensional and $t_j^2 > t_{j+1}^2 = 0$, then take $0 = \alpha_{J+1} = \alpha_{J+2} = \cdots$; we take all elements of $\ell^2(N)$ to be infinite-dimensional column vectors). Using this equivalence, we can convert elements of $H$ and linear operators on $H$ appearing in (12) into (infinite-dimensional) vectors and matrices, respectively, which we find simpler to analyze in the sequel.

Before proceeding, we introduce some more notation. Define the infinite-dimensional diagonal matrix $T = \text{diag}(t_1^2, t_2^2, \ldots)$ and let $\beta = (\beta_1, \beta_2, \ldots)^\top \in \ell^2(N)$. Next define the $n \times \infty$ matrices $\Psi = (\psi_j(x_i))_{1 \leq i \leq n; 1 \leq j < \infty}$ and $\Phi = \Psi^\top = (\phi_j(x_i))_{1 \leq i \leq n; 1 \leq j < \infty}$. Observe that

$$S_X = \Phi \circ \iota, \tag{14}$$

$$S_X^\ast = \iota^{-1} \circ \left(\frac{1}{n} \Phi^\top\right), \tag{15}$$

$$T = \iota^{-1} \circ T \circ \iota. \tag{16}$$

Finally, let $\| \cdot \| = \| \cdot \|_{\ell^2(N)}$ denote the norm on $\ell^2(N)$.

Combining (12)–(16) yields the next proposition, which is the starting point for obtaining risk bounds in the sections that follow.

**Proposition 1.** Suppose that $\hat{f}_\lambda$ is the estimator defined in (9). Then

$$R_\rho(\hat{f}_\lambda) = B_\rho(g_\lambda) + V_\rho(g_\lambda),$$

where $B_\rho(g_\lambda)$ represents the bias of $\hat{f}_\lambda$ and $V_\rho(g_\lambda)$ represents the variance.
where
\[
B_\rho(g_\lambda) = B_\rho^{(n)}(g_\lambda) = E \left[ \left\| T^{1/2} \left\{ I - g_\lambda \left( \frac{1}{n} \Phi^T \Phi \right) \right\} \beta \right\|^2 \right],
\]
\[
V_\rho(g_\lambda) = V_\rho^{(n)}(g_\lambda) = \frac{1}{n^2} E \left\{ \left\| T^{1/2} g_\lambda \left( \frac{1}{n} \Phi^T \Phi \right) \Phi^T \epsilon \right\|^2 \right\}.
\]

Proposition 1 is a further simplified version of the bias/variance decomposition (12); \( B_\rho(g_\lambda) \) and \( V_\rho(g_\lambda) \) are the bias and variance terms, respectively.

5. Main Result

In this section, we give separate bounds on the bias and variance terms from Proposition 1, which are then combined to yield our main result bounding \( \mathcal{R}_\rho(\hat{f}_\lambda) \). Three major sources contribute to our upper bound on the bias in Proposition 2 below (and similarly to our bound on the variance in Proposition 3): Two types of approximation error, and what we refer to as the “intrinsic bias” (or “intrinsic variance”).

The two types of approximation error correspond to finite- and infinite-dimensional components, which arise from the approximation (10). The intrinsic bias and variance are determined by the regularization family \( \{ g_\lambda \}_{\lambda > 0} \) and the specific regularization parameter \( \lambda \) used to compute \( \hat{f}_\lambda \). A schematic for our risk bound decomposition may be found in Figure 1. Note, however, that while the bias/variance decomposition of \( \mathcal{R}_\rho(\hat{f}_\lambda) \) is an unambiguous additive identity, attribution of the various sources of error in Propositions 2–3 is somewhat more subtle. Still, we view this as a useful heuristic.

![Figure 1. Schematic for decomposition of risk bound.](image)

In vector-matrix notation (i.e., working in \( \ell^2(N) \) under the isometry (13)) the approximation (10) can be rewritten as
\[
\frac{1}{n} \Phi^T \Phi \approx T.
\]
The approximation error in (17) is essentially the source of the approximation error terms in the schematic, Figure 1. Controlling this error is a key piece of our strategy for proving Propositions 2–3; it relies on large deviations results for random matrices and Hilbert-Schmidt operators, which have been developed in (Minsker, 2011; Tropp, 2015). The necessary technical lemmas for our bounds are derived in Appendix A.

Before proceeding, we aim to provide more intuition behind the finite-dimensional and infinite-dimensional approximation error cited in Figure 1. Note that the most direct approach to bounding the overall approximation error in (17) is to bound

\[ \delta = \left\| \frac{1}{n} \Phi^\top \Phi - \mathcal{T} \right\| , \tag{18} \]

where \( \| \cdot \| \) denotes the operator norm (this is straightforward using the results of Minsker (2011) and Tropp (2015)). However, in order to obtain improved bounds on \( B_\rho(g_\lambda) \) and \( V_\rho(g_\lambda) \), we decompose \( n^{-1} \Phi^\top \Phi - \mathcal{T} \) into a finite-dimensional block and an infinite-dimensional “tail,” and consider these terms separately. More specifically, let \( J \in \mathbb{N} \) be a fixed positive integer and define the block decompositions

\[ \Phi = (\Phi_0 \ \Phi_1), \quad \mathcal{T} = \begin{pmatrix} \mathcal{T}_0 & 0 \\ 0 & \mathcal{T}_1 \end{pmatrix}, \]

where \( \Phi_0 = (\phi_j(x_i))_{1 \leq i \leq n; 1 \leq j \leq J}, \quad \Phi_1 = (\phi_j(x_i))_{1 \leq i \leq n; J+1 \leq j < \infty}, \quad \mathcal{T}_0 = \text{diag}(t_1^2, \ldots, t_J^2), \) and \( \mathcal{T}_1 = \text{diag}(t_{J+1}^2, t_{J+2}^2, \ldots) \). Additionally, define

\[ \delta_0 = \left\| \frac{1}{n} \Phi_0^\top \Phi_0 - \mathcal{T}_0 \right\|, \quad \delta_1 = \left\| \begin{pmatrix} \mathcal{T}_0 & 0 \\ \frac{1}{n} \Phi_1^\top \Phi_1 & \frac{1}{n} \Phi_0^\top \Phi_1 \end{pmatrix} \right\| . \tag{19} \]

Observe that

\[ \frac{1}{n} \Phi^\top \Phi - \mathcal{T} = \begin{pmatrix} \frac{1}{n} \Phi_0^\top \Phi_0 - \mathcal{T}_0 & 0 \\ 0 & 0 \end{pmatrix} + \begin{pmatrix} 0 & \frac{1}{n} \Phi_0^\top \Phi_1 \\ \frac{1}{n} \Phi_1^\top \Phi_0 & \frac{1}{n} \Phi_1^\top \Phi_1 - \mathcal{T}_1 \end{pmatrix} \tag{20} \]

and \( \delta \leq \delta_0 + \delta_1 \). The matrix \( n^{-1} \Phi_0^\top \Phi_0 - \mathcal{T}_0 \) has dimension \( J \times J \) and contributes to the finite-dimensional approximation error in (17); \( \delta_1 \) reflects the infinite-dimensional approximation error.

Explicit bounds on the bias and variance terms \( B_\rho(g_\lambda) \) and \( V_\rho(g_\lambda) \) are given in Propositions 2–3 below. While the connection between these bounds and \( \delta_0, \delta_1 \) may not be immediately transparent from the statement of the results, it is developed more fully in the corresponding proofs (found in Appendix B).
Proposition 2. Let \( B_\rho(g_\lambda) \) be the bias term given in Proposition 1 and suppose that \( \{\tau_j^2\}_{j=1}^\infty \) is a sequence of non-negative real numbers satisfying
\[
\sup_{J \in \mathbb{N}, x \in \mathcal{X}} \sum_{j=1}^J \tau_j^2 \psi_j(x)^2 \leq 1. \tag{21}
\]
(Observe that \( \tau_j^2 = t_j^2 / \kappa^2 \) always satisfies this condition.) Then
\[
B_\rho(g_\lambda) \leq \left\{ \frac{12}{t_j^2} \lambda^2 + \frac{408 \kappa^2}{n t_j^2} \text{tr}(\mathcal{T}_1) + \frac{180 \kappa^4}{n t_j^2} + 13 t_{J+1}^2 + \kappa J \left( \frac{2}{e} \right) \frac{\tau_j^2 n}{2} \right\} ||f^\dagger||_H^2.
\]
Proposition 3. Let \( V_\rho(g_\lambda) \) be the variance term given in Proposition 1 and suppose that \( \{\tau_j^2\}_{j=1}^\infty \) is a sequence of non-negative real numbers satisfying (21). Then
\[
V_\rho(g_\lambda) \leq \left[ 2J + \frac{2 J t_{J+1}^2}{\lambda} + \frac{1}{\lambda} \text{tr}(\mathcal{T}_1) + \frac{32 J}{\lambda} \left\{ \kappa^2 \frac{n}{\lambda} \text{tr}(\mathcal{T}_1) \right\}^{1/2} + \frac{12 \kappa J}{\lambda n} + \frac{\kappa J}{\lambda} \left( \frac{2}{e} \right) \frac{\tau_j^2 n}{2} \right] \sigma^2 n.
\]
As mentioned above, it is a fairly subtle task to attribute each term in the upper bounds of Propositions 2–3 to a certain type of approximation error or the intrinsic bias or variance. However, a simple rule of thumb is that each appearance of \( \lambda \) in the upper bounds is related to the intrinsic bias or variance; \( t_j^2 \) and \( J \) are related to the finite-dimensional approximation error; and \( t_{J+1}^2 \) and \( \text{tr}(\mathcal{T}_1) = \sum_{j>\mathcal{J}} t_j^2 \) are related to the infinite-dimensional approximation error. Propositions 1–3 are easily combined to obtain our main theorem.

Theorem 1. Suppose that \( \hat{f}_\lambda \) is the estimator defined in (9) and suppose that \( \{\tau_j^2\}_{j=1}^\infty \) is a sequence of non-negative real numbers satisfying (21). Then for all positive integers \( J \in \mathbb{N} \),
\[
\mathcal{R}_\rho(\hat{f}_\lambda) \leq \left\{ \frac{12}{t_j^2} \lambda^2 + \frac{408 \kappa^2}{n t_j^2} \text{tr}(\mathcal{T}_1) + \frac{180 \kappa^4}{n t_j^2} + 13 t_{J+1}^2 + \kappa J \left( \frac{2}{e} \right) \frac{\tau_j^2 n}{2} \right\} ||f^\dagger||_H^2.
\]

The constants in the bounds from Propositions 2–3 (and hence Theorem 1) have not been optimized and can likely be improved. However, we will see in the next section that Theorem 1 implies the risk of \( \hat{f}_\lambda \) achieves the minimax rate in a variety of important examples.
et al. (2007) have previously obtained risk bounds on general regularization estimators similar to $\hat{f}_\lambda$. However, their bounds (e.g. Theorem 10 in (Bauer et al., 2007)) are independent of the ambient RKHS $\mathcal{H}$, i.e. they do not depend on the eigenvalues $\{t^2_j\}$. Our bounds are tighter than those in (Bauer et al., 2007) because we take advantage of the structure of $\mathcal{H}$. In contrast with our Theorem 1, Bauer et al.’s (2007) results do not give minimax bounds (not easily, at least), because minimax rates must depend on the $t^2_j$ (see Corollaries 1–4 below).

6. Consequences

In this section, we use Theorem 1 to derive minimax optimal rates for all regularization families, and to demonstrate the adaptation properties for regularization families with sufficient qualification.

6.1. Minimax Optimality

For $0 < r < \infty$, define

$$B_{\mathcal{H}}(r) = \left\{ f = \sum_{j=1}^{\infty} \alpha_j \psi_j \in L^2(\rho_X); \sum_{j=1}^{\infty} \frac{\alpha_j^2}{t^2_j} \leq r^2 \right\} = \{ f \in \mathcal{H}; ||f||^2_{\mathcal{H}} \leq r^2 \} \subseteq \mathcal{H}.$$

The set $B_{\mathcal{H}}(r)$ can be interpreted as an ellipsoid in $L^2(\rho_X)$ or a ball in $\mathcal{H}$. There is an extensive literature in statistics on nonparametric regression problems and minimax rates for estimating $f^\dagger$ over ellipsoids of the form $B_{\mathcal{H}}(r)$ (e.g., Nemirovskii, 1985; Nemirovskii et al., 1983; Tsybakov, 2004). These rates are typically determined by some condition on the rate of decay of $t^2_j \geq t^2_2 \geq \cdots \geq 0$. In the classical statistics literature, the basis $\{\psi_j\}_{j=1}^{\infty}$ and sequence $\{t_j\}_{j=1}^{\infty}$ are given directly, while in the present setting both are derived from the interaction between the kernel $K$ and the distribution $\rho_X$. In this section, we show that for several commonly studied decay conditions on $\{t^2_j\}_{j=1}^{\infty}$ and appropriate choice of the regularization parameter $\lambda$, the estimator $\hat{f}_\lambda$ achieves the minimax rate for estimating $f^\dagger \in B_{\mathcal{H}}(r)$, as $n \to \infty$. Our results are summarized in the four corollaries to Theorem 1 given below; proofs may be found in Appendix B.

**Corollary 1** (Polynomial-decay kernels). *Suppose there are constants $C > 0$ and $\nu > 1/2$ such that $0 < t^2_j \leq C j^{-2\nu}$ for all $j = 1, 2, \ldots$. Let $\lambda = n^{-\frac{2\nu}{2\nu+1}}$. Then*

$$R_{\rho}(\hat{f}_\lambda) = O \left\{ (||f^\dagger||^2_{\mathcal{H}} + \sigma^2) n^{-\frac{2\nu}{2\nu+1}} \right\}.$$
Corollary 2 (Exponential-decay kernels). Suppose there are constants $C, \alpha > 0$ such that $0 < t_j^2 \leq C e^{-\alpha j}$ for all $j = 1, 2, \ldots$. Let $\lambda = n^{-1} \log(n)$. Then

$$R_\rho(\hat{f}_\lambda) = O\left\{ \left( ||f^\dagger||_H^2 + \sigma^2 \right) \frac{\log(n)}{n} \right\}.$$ 

Corollary 3 (Gaussian-decay kernels). Suppose there are constants $C, \alpha > 0$ such that $0 < t_j^2 \leq C e^{-\alpha j^2}$ for all $j = 1, 2, \ldots$. Additionally, assume that

$$\sup_{\tilde{J} \in \mathbb{N}, \tilde{x} \in \mathcal{X}} C^{-1} e^{-\alpha \tilde{J}} \sum_{j=1}^{\tilde{J}} \psi_j(\tilde{x})^2 \leq 1.$$ \hspace{1cm} (22)

Let $\lambda = n^{-1} \log(n)^{1/2}$. Then

$$R_\rho(\hat{f}_\lambda) = O\left\{ \left( ||f^\dagger||_H^2 + \sigma^2 \right) \frac{\log(n)^{1/2}}{n} \right\}.$$ 

Corollary 4 (Finite rank kernels). Suppose that $0 = t_{J+1}^2 = t_{J+2}^2 = \cdots$. Let $\lambda = n^{-1}$. Then

$$R_\rho(\hat{f}_\lambda) = O\left\{ \left( ||f^\dagger||_H^2 + \sigma^2 \right) \frac{J}{n} \right\}.$$ 

In Corollaries 1–4, the implicit constants in the big-O bound may depend on $K$ and $\rho_X$, but not on $f^\dagger$, $\sigma^2$, and $n$. In fact, Theorem 1 can be used to derive explicit bounds on the risk $R_\rho(\hat{f}_\lambda)$ in Corollaries 1–4 that elucidate the dependence on the kernel; however, such results are not reported here for the sake of simplicity. The upper bounds in Corollaries 1–4 immediately yield minimax optimality results over ellipsoids $B_H(r) \subseteq L^2(\rho_X)$ for the corresponding kernels and eigenvalue-decay conditions (Belitser and Levit, 1995; Caponnetto and De Vito, 2007; Golubev et al., 1996; Ibragimov and Khas’minskii, 1983). It is noteworthy that the polynomial decay kernels and corresponding RKHSs in Corollary 1 correspond to Sobolev spaces, which are of fundamental importance in nonparametric statistics and applied mathematics (Tsybakov, 2004). Additionally, Corollaries 2 and 3 are particularly relevant for the popular Gaussian kernels of the form $K(x, \tilde{x}) = \exp(-\alpha^2 ||x - \tilde{x}||^2)$, $\alpha > 0$ (Fasshauer and McCourt, 2012; Guo et al., 2002). Note that the additional condition (22) in Corollary 3 is required to ensure that the finite-dimensional approximation error (discussed in Section 5) decays fast enough. Condition (22) holds if, for instance, the eigenfunctions $\{\psi_j\}$ are uniformly bounded. If (22) does not hold, one may obtain slightly weaker optimality results for Gaussian-decay kernels where $||f^\dagger - \hat{f}_\lambda||_{\rho_X}$ converges at the minimax rate in probability, rather than expectation (Caponnetto and De Vito, 2007).
6.2. Adaptation

Our results in the previous sections apply to all regularization families satisfying conditions (R1)–(R3). In this section, we derive results that depend on the qualification of the regularization (7) and the specific regularization family.

A family of estimators \( \{ \hat{f}_\lambda \}_{j=1}^\infty \) is adaptive if it can achieve the minimax rate for estimating \( f^\dagger \) over a wide range of regions or subsets of \( \mathcal{H} \). The qualification of the regularization is related to how much a given regularization family can adapt to the regularity of the signal \( f^\dagger \); generally, higher qualification corresponds to better adaptation (recall that ridge regularization has qualification 1 and principal component regularization has qualification \( \infty \)). In Section 6.2.1, we show that regularization families with sufficiently high qualification are minimax over \( B_{\mathcal{H}_0}(r) \subseteq \mathcal{H}_0 \subseteq \mathcal{H} \), which consist of functions that are “even more regular” (e.g., more smooth) than those in \( \mathcal{H} \). In Section 6.2.2, we restrict our attention to principal component regularization and show that KPCR can effectively adapt to finite-rank signals. On the other hand, regularization families with lower qualification (e.g., ridge regularization) are known to saturate and the corresponding estimators are sub-optimal over subsets corresponding to highly-regular signals in many instances (Dhillon et al., 2013; Dicker, 2015; Mathé, 2005).

6.2.1. Adaptation in Sobolev Spaces (Polynomial-Decay Eigenvalues)

In this section, we assume that

\[
t_j^2 = j^{-2\nu}, \quad j = 1, 2, \ldots
\]

for some \( \nu > 1/2 \). Let \( f = \sum_{j=1}^\infty \theta_j \psi_j \in L^2(\rho_X) \). Then \( f \in \mathcal{H} \) if and only if \( \sum_{j=1}^\infty j^{2\nu} \theta_j^2 < \infty \).

For \( \mu \geq 0 \), define

\[
\mathcal{H}_\mu = \left\{ f = \sum_{j=1}^\infty \theta_j \psi_j \in L^2(\rho_X); \sum_{j=1}^\infty j^{2\nu(\mu+1)} \theta_j^2 < \infty \right\} \subseteq \mathcal{H}.
\]

The \( \mathcal{H}_\mu \) is itself a Hilbert space with norm \( \| f \|_{\mathcal{H}_\mu}^2 = \sum_{j=1}^\infty j^{2\nu(\mu+1)} \theta_j^2 \). Observe that \( \mathcal{H} = \mathcal{H}_0 \) and \( \| \cdot \|_{\mathcal{H}} = \| \cdot \|_{\mathcal{H}_0} \). Corollary 1 implies that \( \hat{f}_\lambda \) is minimax over \( B_{\mathcal{H}}(r) \) for any regularization family \( \{ g_\lambda \}_{\lambda > 0} \). The next result, which is proved in Appendix B, implies that \( \hat{f}_\lambda \) is minimax over \( B_{\mathcal{H}_\mu}(r) \subseteq \mathcal{H}_\mu \subseteq \mathcal{H} \), provided the qualification of \( \{ g_\lambda \}_{\lambda > 0} \) is at least \( \lceil \mu/2 + 1 \rceil \).

**Proposition 4.** Assume that (23) holds and that the qualification of \( \{ g_\lambda \}_{\lambda > 0} \) is at least \( \lceil \mu/2 + 1 \rceil \). Let \( \mu > 0 \). If \( f^\dagger \in \mathcal{H}_\mu \) and \( \lambda = n^{-\frac{2\nu}{2\nu(\mu+1)+1}} \), then

\[
\mathcal{R}_\rho(\hat{f}_\lambda) = O \left\{ \left( \| f^\dagger \|_{\mathcal{H}_\mu}^2 + \sigma^2 \right) n^{-\frac{2\nu(\mu+1)}{2\nu(\mu+1)+1}} \right\}.
\]
As in Corollaries 1–4, the constants in the big-$O$ bounds in this proposition and the next may depend on the kernel $K$. Since $\mathcal{H}_{\mu_2} \subseteq \mathcal{H}_{\mu_1}$ for $\mu_1 \leq \mu_2$, we see that greater adaptation is possible via Proposition 4 for regularization families with higher qualification. Observe that Proposition 4 does not apply to KRR for any positive $\mu > 0$, while it applies to KPCR for all $\mu \geq 0$.

6.2.2. Adaptation to Finite-Dimensional Signals

In this section, we focus on KPCR and signals (6) with $0 = \beta_{J+1} = \beta_{J+2} = \cdots$.

**Proposition 5.** Let $\hat{f}_\lambda$ be the KPCR estimator with principal component regularization (8) and assume that $f^\dagger = \sum_{j=1}^J \beta_j \phi_j \in \mathcal{H}$. Fix $0 < r < 1$. If $t_{J}^{-2} = O(n^{1/2})$, $(J t_{J}^{-1})^{-1} = O(1)$, and $\lambda = (1 - r) t_{J}^2$, then

$$R_{\rho}(\hat{f}_\lambda) = O\left\{ (||f^\dagger||_{\mathcal{H}}^2 + \sigma^2) \frac{J}{n} \right\}.$$ 

The upper bound in Proposition 5 matches the bound in Corollary 4. However, Corollary 4 relies on the structure of the kernel (i.e., the decay of the eigenvalues $\{t_{j}^2\}_{j=1}^\infty$), while Proposition 5 takes advantage of the structure of the signal $f^\dagger$. It follows from Proposition 5 that the KPCR estimator is minimax rate-optimal over $J$-dimensional signals in $\mathcal{H}$ for a very broad class of kernels. On the other hand, it is known that KRR may perform dramatically worse than KPCR in problems where $f^\dagger$ lies in low-dimensional subspaces of the ambient space $\mathcal{H}$ due to the saturation effect (see, for example, (Dhillon et al., 2013)).

7. Discussion

Our unified analysis for a general class of regularization families in nonparametric regression highlights two important statistical properties. First, the results show minimax optimality for this general class in several commonly studied settings, which was only previously established for specific regularization methods. Second, the results demonstrate the adaptivity of certain regularization families to sub-ellipsoids of the RKHS, showing that these techniques may take advantage of additional smoothness properties that the signal may possess. It is notable that the most well-studied family, KRR/Tikhonov regularization, does not possess this adaptation property.

The minimax optimality results were obtained using *a priori* settings of the regularization parameter $\lambda$ that depend on the rate of decay of the eigenvalues corresponding to the kernel $K$ and the distribution $\rho_X$. A data-driven estimator that chooses $\lambda$ based on cross validation was proposed for a different class of regularized estimators by Caponnetto and Yao (2010) in a semi-supervised setting. Adapting a similar technique to the estimator $\hat{f}_\lambda$ studied in our work...
may be needed to fully take advantage of the adaptivity of sufficiently qualified regularization families.

Kernel methods were popularized as a computational “trick” for coping with high- and even infinite-dimensional feature spaces. However, they are now often regarded as computationally prohibitive for many very large data problems on account of their standard implementations’ worst-case $O(n^3)$ time and $O(n^2)$ space complexity. Approximation methods for coping with this computational complexity include Nyström approximation (Drineas and Mahoney, 2005; Williams and Seeger, 2001), matrix sketching (Gittens and Mahoney, 2013), and random features (Lopez-Paz et al., 2014; Rahimi and Recht, 2008). Recent work has considered the effect of these approximations on the statistical behavior of KRR (Bach, 2013; Yang et al., 2015). It is natural to also consider these approximations in the context of other regularization families—especially KPCR, given its connection to low-rank approximations.

Appendix A: Lemmas Required for Results in the Main Text

As in Propositions 2–3, let $J \in \mathbb{N}$ be a fixed positive integer. Define the $n \times J$ matrix $\Psi_0 = (\psi_j(x_i))_{1 \leq i \leq n; 1 \leq j \leq J}$ and let $\lambda_{\min}(n^{-1}\Psi_0^\top\Psi_0)$ be the smallest eigenvalue of $n^{-1}\Psi_0^\top\Psi_0$. Additionally define the event

$$A(\delta) = \left\{ \lambda_{\min}\left(\frac{1}{n}\Psi_0^\top\Psi_0\right) \geq \delta \right\}.$$

The next two lemmas are key to proving Propositions 2 and 3, respectively.

**Lemma 1.** On the event $A(1/2)$,

$$\left\| T^{1/2}\left\{ I - g_\lambda\left(\frac{1}{n}\Phi^\top\Phi\right) \frac{1}{n}\Phi^\top\Phi \right\} \beta \right\|^2 \leq \left( \frac{12}{t_J^2}\lambda^2 + \frac{12}{t_J^2}\delta_1^2 + 13t_{J+1}^2 \right) \|f\|^2_H,$$

where $\delta_1$ is defined in (19)

**Proof.** Let

$$I_B = \left\| T^{1/2}\left\{ I - g_\lambda\left(\frac{1}{n}\Phi^\top\Phi\right) \frac{1}{n}\Phi^\top\Phi \right\} \beta \right\|^2.$$
Then

\[
I_B = \left\| \left( T_{0}^{1/2} \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} \right) \left\{ g(1/n) \Phi^{T} \Phi - 1/n \Phi^{T} \Phi - I \right\} \beta \right\|^2 \\
+ \left\| \left( 0 \begin{pmatrix} 1 \\ 0 \end{pmatrix} T_{1}^{1/2} \begin{pmatrix} 1 \\ 0 \end{pmatrix} \right) \left\{ g(1/n) \Phi^{T} \Phi - 1/n \Phi^{T} \Phi - I \right\} \beta \right\|^2 \\
\leq I_{B0} + t_{j+1}^2 \left\| g(1/n) \Phi^{T} \Phi - 1/n \Phi^{T} \Phi - I \right\|^2 ||f^{\dagger}||_{H}^2 \\
\leq I_{B0} + t_{j+1}^2 ||f^{\dagger}||_{H}^2,
\]

where the second-to-last inequality uses the fact that \( ||\beta||^2 = ||f^{\dagger}||_{H}^2 \), the last bound follows from (R2), and

\[
I_{B0} = \left\| \left( T_{0}^{1/2} \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} \right) \left\{ g(1/n) \Phi^{T} \Phi - 1/n \Phi^{T} \Phi - I \right\} \beta \right\|^2.
\]

Since we are on the event \( \mathcal{A}(1/2) \),

\[
I_{B0} = \left\| \left( T_{0}^{1/2} \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} \right) \left\{ g(1/n) \Phi^{T} \Phi - 1/n \Phi^{T} \Phi - I \right\} \beta \right\|^2 \\
\leq \left\| T_{0}^{1/2} \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} \left\{ g(1/n) \Phi^{T} \Phi - 1/n \Phi^{T} \Phi - I \right\} \beta \right\|^2 \\
\leq \frac{4}{t_{j}^2} \left\| \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} \left\{ g(1/n) \Phi^{T} \Phi - 1/n \Phi^{T} \Phi - I \right\} \beta \right\|^2 \\
\leq \frac{12}{t_{j}^2} \left\| \begin{pmatrix} 1 \\ 0 \end{pmatrix} \left\{ g(1/n) \Phi^{T} \Phi - 1/n \Phi^{T} \Phi - I \right\} \beta \right\|^2 \\
+ \frac{12}{t_{j}^2} \left\| \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix} \left\{ g(1/n) \Phi^{T} \Phi - 1/n \Phi^{T} \Phi - I \right\} \beta \right\|^2 \\
+ \frac{12}{t_{j}^2} \left\| \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} \left\{ g(1/n) \Phi^{T} \Phi - 1/n \Phi^{T} \Phi - I \right\} \beta \right\|^2 \\
\leq \left\{ \frac{12}{t_{j}^2} (\lambda^2 + \delta_i^2) + 12t_{j+1}^2 \right\} ||f^{\dagger}||_{H}^2
\]

The lemma follows by combining this bound on \( I_{B0} \) with (24). \( \Box \)
Lemma 2. On the event \( \mathcal{A}(1/2) \),

\[
\frac{1}{n^2} \mathbb{E} \left\{ \left\| \mathcal{T}^{1/2} g_{\lambda} \left( \frac{1}{n} \Phi^\top \Phi \right) \Phi^\top \epsilon \right\|^2 \right\} X \right\} \leq \left\{ 2J + \frac{2J}{\lambda} (\delta_1 + t_{j+1}^2) + \frac{1}{\lambda} \text{tr}(\mathcal{T}_1) \right\} \frac{\sigma^2}{n}.
\]

Proof. Suppose we are on the event \( \mathcal{A}(1/2) \) and let

\[
\frac{1}{n^2} \mathbb{E} \left\{ \left\| \mathcal{T}^{1/2} g_{\lambda} \left( \frac{1}{n} \Phi^\top \Phi \right) \Phi^\top \epsilon \right\|^2 \right\} X \right\} = I_{V0} + I_{V1},
\]

where

\[
I_{V0} = \frac{1}{n^2} \mathbb{E} \left\{ \left\| \left( \begin{array}{cc} \mathcal{T}^{1/2}_0 & 0 \\ 0 & 0 \end{array} \right) g_{\lambda} \left( \frac{1}{n} \Phi^\top \Phi \right) \Phi^\top \epsilon \right\|^2 \right\} X \right\},
\]

\[
I_{V1} = \frac{1}{n^2} \mathbb{E} \left\{ \left\| \left( \begin{array}{cc} 0 & 0 \\ 0 & \mathcal{T}^{1/2}_1 \end{array} \right) g_{\lambda} \left( \frac{1}{n} \Phi^\top \Phi \right) \Phi^\top \epsilon \right\|^2 \right\} X \right\}.
\]

We bound \( I_{V0} \) and \( I_{V1} \) separately.

To bound \( I_{V0} \), first we use (2) to obtain

\[
I_{V0} \leq \frac{\sigma^2}{n^2} \text{tr} \left\{ \Phi g_{\lambda} \left( \frac{1}{n} \Phi^\top \Phi \right) \left( \begin{array}{cc} \mathcal{T}_0 & 0 \\ 0 & 0 \end{array} \right) g_{\lambda} \left( \frac{1}{n} \Phi^\top \Phi \right) \Phi^\top \right\}.
\]

(26)

If \( A, B \) are trace class operators, then \( \text{tr}(AB) = \text{tr}(BA) \); if, furthermore, they are positive and self-adjoint, then \( \text{tr}(AB) \leq ||A|| \text{tr}(B) \) (see, for example, Theorem 18.11 of (Conway, 1999)).
Thus,

\[
\frac{\sigma^2}{n^2} \text{tr} \left\{ \Phi \lambda \left( \frac{1}{n} \Phi^\top \Phi \right) \left( T_0 \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \right) \lambda \left( \frac{1}{n} \Phi^\top \Phi \right) \Phi^\top \right\}
\]

\[
= \frac{\sigma^2}{n} \text{tr} \left\{ g\lambda \left( \frac{1}{n} \Phi^\top \Phi \right)^2 \left( \frac{1}{n} \Phi^\top \Phi \right) \left( T_0 \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \right) \right\}
\]

\[
= \frac{\sigma^2}{n} \text{tr} \left\{ g\lambda \left( \frac{1}{n} \Phi^\top \Phi \right) \left( \frac{1}{n} \Phi^\top \Phi \right) \left( T_0 \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \right) \right\}
\]

\[
\leq \frac{\sigma^2}{n} \left\| \left( \frac{1}{n} \Phi^\top \Phi \right)^{1/2} \right\| \lambda \left( \frac{1}{n} \Phi^\top \Phi \right)^2 \left( \frac{1}{n} \Phi^\top \Phi \right) \left( \frac{1}{n} \Phi^\top \Phi \right)^{1/2} \left( \frac{1}{n} \Phi^\top \Phi \right)^{1/2} \right\|
\]

\[
\cdot \text{tr} \left\{ T_0 \left( \frac{1}{n} \Phi^\top \Phi \right)^{-1} \right\}
\]

\[
= \frac{\sigma^2}{n} \left\| \frac{1}{\sqrt{n}} \Phi \lambda \left( \frac{1}{n} \Phi^\top \Phi \right) \left( \frac{1}{n} \Phi^\top \Phi \right) \left( \frac{1}{n} \Phi^\top \Phi \right) \frac{1}{\sqrt{n}} \Phi^\top \right\|
\]

\[
\cdot \text{tr} \left\{ T_0 \left( \frac{1}{n} \Phi^\top \Phi \right)^{-1} \right\}
\]

\[
\leq \frac{2J\sigma^2}{n} \left\| \frac{1}{\sqrt{n}} \Phi \lambda \left( \frac{1}{n} \Phi^\top \Phi \right) \left( \frac{1}{n} \Phi^\top \Phi \right) \frac{1}{\sqrt{n}} \Phi^\top \right\|
\]

where the last inequality follows from the fact that we are on the event \( A(1/2) \). Combining this with (26) yields

\[
I_{V_0} = \frac{2J\sigma^2}{n} \left\| \frac{1}{\sqrt{n}} \Phi \lambda \left( \frac{1}{n} \Phi^\top \Phi \right) \left( \frac{1}{n} \Phi^\top \Phi \right) \frac{1}{\sqrt{n}} \Phi^\top \right\|.
\]
Next, we use the decomposition (20) and the regularization conditions (R1) and (R3),

\[ I_{V_0} \leq \frac{2J\sigma^2}{n} \left\| g_\lambda \left( \frac{1}{n} \Phi^\top \Phi \right) \right\|^2 \left\| \frac{1}{n} \Phi^\top \Phi \right\|^2 \\
+ \frac{2J\sigma^2}{n} \left\| \frac{1}{\sqrt{n}} \Phi g_\lambda \left( \frac{1}{n} \Phi^\top \Phi \right) \left( \frac{1}{n} \Phi^\top \Phi_0 \frac{1}{n} \Phi^\top \Phi_1 \frac{1}{n} \Phi^\top \Phi_0 - T_1 \right) g_\lambda \left( \frac{1}{n} \Phi^\top \Phi \right) \frac{1}{\sqrt{n}} \Phi^\top \right\| \\
+ \frac{2J\sigma^2}{n} \left\| \frac{1}{\sqrt{n}} \Phi g_\lambda \left( \frac{1}{n} \Phi^\top \Phi \right) \left( 0 0 \right) g_\lambda \left( \frac{1}{n} \Phi^\top \Phi \right) \frac{1}{\sqrt{n}} \Phi^\top \right\| \\
\leq \left\{ 2J + \frac{2J}{\lambda} (\delta_1 + t_{\lambda+1}^2) \right\} \frac{\sigma^2}{n} \tag{27} \]

Finally, to bound \( I_{V_1} \),

\[ I_{V_1} \leq \frac{\sigma^2}{n} \text{tr} \left\{ \left( \begin{array}{cc}
0 & 0 \\
0 & T_1
\end{array} \right) \right\} g_\lambda \left( \frac{1}{n} \Phi^\top \Phi \right) \right\|^2 \left\| \frac{1}{n} \Phi^\top \Phi \right\|^2 \\
\leq \frac{\sigma^2}{n} \text{tr} \left\{ \left( \begin{array}{cc}
0 & 0 \\
0 & T_1
\end{array} \right) \right\} \left\| g_\lambda \left( \frac{1}{n} \Phi^\top \Phi \right) \right\|^2 \left\| \frac{1}{n} \Phi^\top \Phi \right\|^2 \\
\leq \frac{\sigma^2}{\lambda n} \text{tr}(T_1). \tag{28} \]

The results follows by combining (25) and (27)–(28).

In order to prove Theorem 1 and other results in the main text we require large deviation and moment bounds on quantities related to \( n^{-1} \Phi^\top \Phi - \mathcal{T} \). These bounds are collected in Lemmas 3–5 and Corollary 5 below. Lemma 3 is a general large deviation bound for sums of self-adjoint Hilbert-Schmidt operators; the other results are more tailored to the setting studied in the main text.

**Lemma 3.** Let \( R > 0 \) be a positive real constant and consider a finite sequence of self-adjoint Hilbert-Schmidt operators \( \{X_i\}_{i=1}^n \) satisfying \( \mathbb{E}(X_i) = 0 \) and \( ||X_i|| \leq R \) almost surely. Define \( Y = \sum_{i=1}^n X_i \) and suppose there are constants \( C,d > 0 \) satisfying \( ||\mathbb{E}(Y^2)|| \leq C \) and \( \text{tr}\{\mathbb{E}(Y^2)\} \leq dC \). For all \( t \geq C^{1/2} + R/3 \),

\[ P(||Y|| \geq t) \leq 4d \exp \left( -\frac{-t^2/2}{C + Rt/3} \right). \]

**Proof.** This is a straightforward generalization of Theorem 7.7.1 of (Tropp, 2015), using the arguments from Section 4 from (Minsker, 2011) to extend from self-adjoint matrices to self-adjoint Hilbert-Schmidt operators.

\[ \square \]
Corollary 5. Suppose the conditions of Lemma 3 are satisfied and that $q > 0$ is a constant. Then

$$E(||Y||) \leq (1 + 15d)C^{1/2} + \left(\frac{1 + 16d}{3}\right) R,$$

$$E(||Y||^2) \leq (2 + 32d)C + \left(\frac{2 + 128d}{9}\right) R^2,$$

$$E(||Y||^q) = O\{(1 + d)(C^{q/2} + R^q)\},$$

where the implicit constant in the big-O bound may depend on $q$, but not $d$, $C$, or $R$.

Proof. We bound $E(||Y||)$ first. Indeed,

$$E(||Y||) = \int_0^{\infty} \mathcal{P}(||Y|| \geq t) \, dt$$

$$\leq C^{1/2} + \frac{R}{3} + \int_{C^{1/2} + R/3}^{\infty} 4d \exp\left(-\frac{t^2}{2}\right) \frac{C + Rt}{3} \, dt$$

$$\leq C^{1/2} + \frac{R}{3} + \int_0^{3C/R} 4d \exp\left(-\frac{t^2}{4C}\right) \, dt + \int_{3C/R}^{\infty} 4d \exp\left(-\frac{3t^2}{4R}\right) \, dt$$

$$= C^{1/2} + \left(\frac{1}{3} + \frac{16}{3} d e^{-\frac{9C}{4R^2}}\right) R + \int_0^{3C/R} 4d \exp\left(-\frac{t^2}{4C}\right) \, dt$$

$$\leq (1 + 8d\pi^{1/2}) C^{1/2} + \left(1 + 16d e^{-\frac{9C}{4R^2}}\right) \frac{R}{3}$$

$$\leq (1 + 15d)C^{1/2} + \left(\frac{1 + 16d}{3}\right) R.$$
For the second moment bound,

\[
\mathbb{E}(||Y||^2) = \int_0^\infty \mathcal{P}(||Y|| \geq t^{1/2}) \ dt \\
\leq \left( C^{1/2} + \frac{R}{3} \right)^2 + \int_0^\infty \left( \frac{C^{1/2} + R}{3} \right)^2 4d \exp \left( \frac{-t/2}{C + Rt^{1/2}/3} \right) \ dt \\
\leq \left( C^{1/2} + \frac{R}{3} \right)^2 + \int_0^\infty \left( \frac{9C^2/R^2}{4} \right)^2 4d \exp \left( -\frac{t}{4C} \right) \ dt + \int_0^\infty 4d \exp \left( -\frac{3t^{1/2}}{4R} \right) \ dt \\
= \left( C^{1/2} + \frac{R}{3} \right)^2 + 16Cd \left\{ 1 - \exp \left( -\frac{9C}{4R^2} \right) \right\} + \frac{128R^2d}{9} \left( \frac{9C}{4R^2} + 1 \right) \exp \left( -\frac{9C}{4R^2} \right) \\
= \left( C^{1/2} + \frac{R}{3} \right)^2 + 32Cd + \frac{128R^2d}{9} \\
\leq (2 + 32d)C + \left( \frac{2 + 128d}{9} \right) R^2.
\]

Finally, to bound \( \mathbb{E}(||Y||^q) \),

\[
\mathbb{E}(||Y||^q) = \int_0^\infty \mathcal{P}(||Y|| \geq t^{1/q}) \ dt \\
\leq \left( C^{1/2} + \frac{R}{3} \right)^q + \int_0^\infty \left( \frac{C^{1/2} + R}{3} \right)^q 4d \exp \left( -\frac{t^{2/q}}{C + Rt^{1/q}/3} \right) \ dt \\
\leq \left( C^{1/2} + \frac{R}{3} \right)^q + \int_0^{(3C/R)^q} 4d \exp \left( -\frac{t^{2/q}}{4C} \right) \ dt + \int_0^\infty 4d \exp \left( -\frac{3t^{1/q}}{4R} \right) \ dt \\
= O \left\{ (1 + d)(C^{q/2} + R^q) \right\},
\]
as was to be shown. \( \square \)

**Lemma 4.** Let \( \delta, \delta_1 \) be as defined in (18)–(19) and let \( q > 0 \) be a constant. Then

\[
\mathbb{E}(\delta) \leq \frac{16\kappa^2}{n^{1/2}} + \frac{6\kappa^2}{n}, \\
\mathbb{E}(\delta^2) \leq \frac{34\kappa^4}{n} + \frac{15\kappa^4}{n^2}, \\
\mathbb{E}(\delta^q) = O \left\{ \left( \frac{\kappa^4}{n} \right)^{q/2} \right\}
\]
and

\[
E(\delta_1) \leq 16 \left( \frac{\kappa^2}{n} \text{tr}(T_1) \right)^{1/2} + \frac{6\kappa^2}{n},
\]

\[
E(\delta_1^2) \leq \frac{34\kappa^2}{n} \text{tr}(T_1) + \frac{15\kappa^4}{n^2},
\]

\[
E(\delta_1^4) = O \left[ \left\{ \frac{\kappa^2}{n} \text{tr}(T_1) \right\}^{q/2} + \left( \frac{\kappa^2}{n} \right)^q \right].
\]

**Proof.** These bounds follow from Corollary 5. To prove the bounds on \(\delta\), we take \(Y = n^{-1} \Phi^\top \Phi - T = \sum_{i=1}^n X_i\) and \(X_i = n^{-1}(\phi_i \phi_i^\top - T)\), where \(\phi_i = (\phi_1(x_i), \phi_2(x_i), ...)^\top\). Clearly \(E(X_i) = 0\) and \(||X_i|| \leq \kappa^2/n\). Additionally, since

\[
E(Y^2) = \frac{1}{n} E \left\{ (\phi_i \phi_i^\top - T)^2 \right\} = \frac{1}{n} E(||\phi_i||^2 \phi_i \phi_i^\top) - \frac{1}{n} T^2,
\]

it follows that \(||E(Y^2)|| \leq \kappa^4/n\) and \(\text{tr} \{E(Y^2)\} \leq \kappa^4/n\). The bounds (29)–(31) now follow from a direct application of Corollary 5 with \(C = \kappa^4/n\), \(d = 1\), and \(R = \kappa^2/n\).

To prove (32)–(34), take

\[
Y = \begin{pmatrix}
0 & \frac{1}{n} \Phi_0 \Phi_1 \\
\frac{1}{n} \Phi_1^\top \Phi_0 & \frac{1}{n} \Phi_1^\top \Phi_1 - T_1
\end{pmatrix} = \sum_{i=1}^n X_i,
\]

where

\[
X_i = \frac{1}{n} \begin{pmatrix}
0 & \phi_{0,i} \phi_{1,i}^\top \\
\phi_{1,i} \phi_{0,i}^\top & \phi_{1,i} \phi_{1,i}^\top - T_1
\end{pmatrix}
\]

and

\[
\phi_{0,i} = (\phi_1(x_i), ..., \phi_f(x_i))^\top, \quad \phi_{1,i} = (\phi_{f+1}(x_i), \phi_{f+2}(x_i), ...)^\top.
\]

Observe that \(E(X_i) = 0\) and \(||X_i|| \leq \kappa^2/n\). Additionally, since

\[
E(Y^2) = n E(X_i^2)
\]

\[
= \frac{1}{n} E \left\{ \begin{pmatrix}
||\phi_{1,i}||^2 & \phi_{0,i} \phi_{1,i}^\top \\
\phi_{1,i} \phi_{0,i}^\top & (\phi_{1,i} \phi_{1,i}^\top - T_1)^2
\end{pmatrix}
\right\}
\]

\[
= \frac{1}{n} E \left( ||\phi_{1,i}||^2 \phi_{1,i}^\top \right) - \frac{1}{n} \begin{pmatrix}
0 & 0 \\
0 & T_1^2
\end{pmatrix},
\]

it follows that \(||E(Y^2)|| \leq \kappa^2 t_{f+1}/n \leq \kappa^2 \text{tr}(T_1)/n\) and \(\text{tr} \{E(Y^2)\} \leq \kappa^2 \text{tr}(T_1)/n\). Bounds (32)–(34) follow from Corollary 5, with \(C = \kappa^2 \text{tr}(T_1)/n\), \(d = 1\), and \(R = \kappa^2/n\). □
Lemma 5. Suppose that $\tau^2_j \geq 0$ and
\[
\sup_{x \in X} \sum_{j=1}^J \psi_j(x)^2 \leq \frac{1}{\tau^2_j}.
\]
If $0 \leq \delta < 1$, then
\[
\Pr\{A(\delta)\} \geq 1 - J \left\{ \frac{e^{-\delta}}{(1 - \delta)^{1-\delta}} \right\}^{\tau^2_j n}.
\]
Proof. If $\tau^2_j = 0$, the result is trivial. For $\tau^2_j > 0$, this is a direct application of Theorem 5.1.1 from (Tropp, 2015). Indeed, consider the decomposition
\[
\frac{1}{n} \Psi_0^\top \Psi_0 = \sum_{i=1}^n X_i,
\]
where
\[
X_i = \frac{1}{n} \psi_{0,i} \psi_{0,i}^\top
\]
and $\psi_{0,i} = (\psi_1(x_i), \ldots, \psi_J(x_i))^\top$. The lemma follows by Theorem 5.1.1 of (Tropp, 2015), upon noticing that
\[
||X_i|| = \left\| \frac{1}{n} \psi_{0,i} \psi_{0,i}^\top \right\| = \frac{1}{n} \sum_{j=1}^J \psi_j(x_i)^2 \leq \frac{1}{\tau^2_j n}
\]
and
\[
\mathbb{E}\left( \frac{1}{n} \Psi_0^\top \Psi_0 \right) = I.
\]

Appendix B: Proofs of Results from the Main Text

Proof of Proposition 2 We decompose $B_\rho(g_\lambda)$ according to whether we are on the event $A(1/2)$ or not. Let
\[
B_\rho(g_\lambda) = B_\rho\{g_\lambda; A(1/2)\} + B_\rho\{g_\lambda; A(1/2)^c\},
\]
where
\[
B_\rho\{g_\lambda; A(1/2)\} = \mathbb{E}\left[ \left\| \mathcal{T}^{1/2} \left\{ I - g_\lambda \left( \frac{1}{n} \Phi^\top \Phi \right) \frac{1}{n} \Phi^\top \Phi \right\} \beta \right\|^2 ; A(1/2) \right],
\]
\[
B_\rho\{g_\lambda; A(1/2)\} = \mathbb{E}\left[ \left\| \mathcal{T}^{1/2} \left\{ I - g_\lambda \left( \frac{1}{n} \Phi^\top \Phi \right) \frac{1}{n} \Phi^\top \Phi \right\} \beta \right\|^2 ; A(1/2) \right].
\]
By Lemmas 1 and 4,

\[ \mathbb{B}_\rho \{ g_\lambda; \mathcal{A}(1/2) \} \leq \mathbb{E} \left\{ \frac{12}{t_f^2} \lambda^2 + \frac{12}{t_f^2} \delta_1^2 + 13 t_{J+1}^2 \right\} \| f^\dagger \|_H^2; \mathcal{A}(1/2) \]

\[ \leq \left\{ \frac{12}{t_f^2} \lambda^2 + \frac{12}{t_f^2} \mathbb{E}(\delta_1^2) + 13 t_{J+1}^2 \right\} \| f^\dagger \|_H^2 \]

\[ \leq \left\{ \frac{12}{t_f^2} \lambda^2 + \frac{408 \kappa^4}{n t_f^2} \text{tr}(\mathcal{T}_1) + \frac{180 \kappa^4}{n^2 t_f^2} + 13 t_{J+1}^2 \right\} \| f^\dagger \|_H^2. \quad (36) \]

On the other hand, since

\[ \left\| \mathcal{T}^{1/2} \left\{ I - g_\lambda \left( \frac{1}{n} \Phi^\top \Phi \right) \frac{1}{n} \Phi^\top \epsilon \right\} \beta \right\|^2 \leq \kappa^2 \| f^\dagger \|_H^2, \]

it follows from Lemma 5 that

\[ \mathbb{B}_\rho \{ g_\lambda; \mathcal{A}(1/2)^c \} \leq \kappa^2 \| f^\dagger \|_H^2 \mathbb{P} \{ \mathcal{A}(1/2)^c \} \leq \kappa^2 \| f^\dagger \|_H^2 \sqrt{\mathcal{J}} \left( \frac{2}{e} \right)^{\frac{t_f^2 n}{2}}. \quad (37) \]

The proposition follows by combining (35)–(37).

**Proof of Proposition 3** The steps of the proof are similar to those in the proof of Proposition 2. Let

\[ V_\rho(g_\lambda) = V_\rho \{ g_\lambda; \mathcal{A}(1/2) \} + V_\rho \{ g_\lambda; \mathcal{A}(1/2)^c \}, \quad (38) \]

where

\[ V_\rho \{ g_\lambda; \mathcal{A}(1/2) \} = \frac{1}{n^2} \mathbb{E} \left\{ \left\| \mathcal{T}^{1/2} g_\lambda \left( \frac{1}{n} \Phi^\top \Phi \right) \frac{1}{n} \Phi^\top \epsilon \right\|^2 ; \mathcal{A}(1/2) \right\}, \]

\[ V_\rho \{ g_\lambda; \mathcal{A}(1/2)^c \} = \frac{1}{n^2} \mathbb{E} \left\{ \left\| \mathcal{T}^{1/2} g_\lambda \left( \frac{1}{n} \Phi^\top \Phi \right) \frac{1}{n} \Phi^\top \epsilon \right\|^2 ; \mathcal{A}(1/2)^c \right\}. \]

By Lemmas 1 and 4,

\[ V_\rho \{ g_\lambda; \mathcal{A}(1/2) \} \leq \mathbb{E} \left\{ \left[ 2J + \frac{2J}{\lambda} (\delta_1 + t_{J+1}^2) + \frac{1}{\lambda} \text{tr}(\mathcal{T}_1) \right] \frac{\sigma^2}{n} ; \mathcal{A}(1/2) \right\} \]

\[ \leq \left[ 2J + \frac{2J}{\lambda} \left( \mathbb{E}(\delta_1) + t_{J+1}^2 \right) + \frac{1}{\lambda} \text{tr}(\mathcal{T}_1) \right] \frac{\sigma^2}{n} \]

\[ \leq \left[ 2J + \frac{32J}{\lambda} \left( \frac{\kappa^2}{n} \text{tr}(\mathcal{T}_1) \right)^{1/2} + \frac{12 \kappa^2 J}{\lambda n} + \frac{2 J t_{J+1}^2}{\lambda} + \frac{1}{\lambda} \text{tr}(\mathcal{T}_1) \right] \frac{\sigma^2}{n}. \quad (39) \]
On the other hand, since
\[
\frac{1}{n^2} \mathbb{E} \left\{ \left\| \mathcal{I}^{1/2} g_\lambda \left( \frac{1}{n} \Phi^\top \Phi \right) \Phi^\top \epsilon \right\|_2^2 \right\} \leq \frac{\kappa^2 \sigma^2}{\lambda n},
\]
it follows from Lemma 5 that
\[
V_\rho \{ g_\lambda; \mathcal{A}(1/2)^c \} \leq \frac{\kappa^2 \sigma^2}{\lambda n} \Pr \{ \mathcal{A}(1/2)^c \} \leq \frac{\kappa^2 \sigma^2 J}{\lambda n} \left( \frac{2}{e} \right)^{\frac{\tau^2 n}{2}}. \tag{40}
\]
The proposition follows by combining (38)–(40).

**Proof of Corollary 1** Choose \(J\) in Theorem 1 so that \(t_{J+1}^2 < \lambda \leq t_J^2\). Then, \(J \leq C^{\frac{1}{4\nu}} \lambda^{-\frac{1}{2\nu}}\), \(n = \lambda^{-(1+\frac{1}{2\nu})}\) and, applying Theorem 1 with \(\tau_j^2 = t_j^2/\kappa^2\),
\[
\mathcal{R}_\rho(\hat{f}_\lambda) \leq \left\{ 20C^{\frac{1}{4\nu}} \lambda + (1 + 16C^{\frac{1}{4\nu}} \kappa^2) \lambda^{\frac{1}{2\nu}} \sum_{j=J+1}^\infty t_j^2 \right\} \sigma^2
\+ \left\{ 25\lambda + 408\kappa^2 \lambda^{\frac{1}{2\nu}} \sum_{j=J+1}^\infty t_j^2 \right\} \| f^\dagger \|^2_H + o \left\{ (\sigma^2 + \| f^\dagger \|^2_H) \lambda \right\}.
\]

Since \(\lambda = n^{-\frac{2\nu}{2\nu+1}}\), the corollary will follow if we can show that
\[
\sum_{j=J+1}^\infty t_j^2 = O(\lambda^{1-\frac{1}{2\nu}}). \tag{41}
\]
Let \(J_0 = \left[ C^{\frac{1}{4\nu}} \lambda^{-\frac{1}{2\nu}} \right] + 1\). Then
\[
\sum_{j=J+1}^\infty t_j^2 \leq \sum_{j=J+1}^{J_0} t_j^2 + \sum_{j=J_0+1}^\infty t_j^2
\leq J_0 \lambda + C \int_{J_0}^\infty t^{-2\nu} \, dt
\leq J_0 \lambda + \frac{C}{2\nu - 1} J_0^{1-2\nu}
\leq \left( 1 + \frac{2\nu}{2\nu - 1} C^{\frac{1}{4\nu}} \right) \lambda^{1-\frac{1}{2\nu}}. \tag{42}
\]
which yields (41). This completes the proof of Corollary 1.

Proof of Corollary 2 Choose \( J \) in Theorem 1 so that

\[
t^2_{J+1} < \frac{2\kappa^2}{\log(e/2)} \lambda \leq t^2_J.
\]

Then \( J = O\{\log(n)\} \) and it follows from Theorem 1 (with \( \tau^2_j = t^2_j / \kappa^2 \)) that

\[
R_\rho(\hat{f}_\lambda) \leq O \left[ \left( \sigma^2 + ||f^\dagger||^2_H \right) \left\{ \lambda + \frac{1}{\log(n)} \sum_{j=J+1}^{\infty} t^2_j \right\} \right].
\]

The corollary will follow if we can show that

\[
\sum_{j=J+1}^{\infty} t^2_j = O \left\{ \frac{\log(n)^2}{n} \right\}.
\]

Let \( J_0 = \lceil \alpha^{-1} \log(n) \rceil + 1 \). Then

\[
\sum_{j=J+1}^{\infty} t^2_j \leq J_0^2 t^2_{J+1} + \sum_{j=J_0+1}^{\infty} t^2_j \leq O \left\{ \frac{\log(n)^2}{n} \right\} + C \sum_{j=J_0+1}^{\infty} e^{-\alpha j} = O \left\{ \frac{\log(n)^2}{n} \right\},
\]

as was to be shown.

Proof of Corollary 3 Choose \( J \) in Theorem 1 so that \( t^2_{J+1} < \lambda \leq t^2_J \). Then

\[
J = O \\{ \log(n)^{1/2} \}
\]

and, by Theorem 1 with \( \tau^2_j = C^{-1} e^{-\alpha j} \),

\[
R_\rho(\hat{f}_\lambda) = O \left[ \left( \sigma^2 + ||f^\dagger||^2_H \right) \left\{ \lambda + \frac{1}{\log(n)^{1/2}} \sum_{j=J+1}^{\infty} t^2_j \right\} \right].
\]

The corollary will follow if we can show that

\[
\sum_{j=J+1}^{\infty} t^2_j = O \left\{ \frac{\log(n)}{n} \right\}.
\]

Let

\[
J_0 = \left\lceil \frac{1}{\alpha} \log \left( \frac{C}{2\alpha \lambda} \right) \right\rceil^{1/2}.
\]
Then
\[ \sum_{j=J+1}^{\infty} t_j^2 \leq J_0 \lambda + C \int_{J_0}^{\infty} e^{-\alpha t^2} \, dt \leq J_0 \lambda + \frac{C}{2\alpha J_0} e^{-\alpha J_0^2} = O \left\{ \frac{\log(n)}{n} \right\}, \]
as was to be shown. ■

**Proof of Corollary 4** To prove this corollary, the strategy is the same as in Corollaries 1–4. However, we must modify the bounds in Lemmas 1–2. First note that \( T_1 = 0 \). Then following the notation in the proof of Lemmas 1–2, on the event \( A(1/2) \),

\[
I_B = I_{B_0} \\
\leq \left\| T_0^{1/2} \left( \frac{1}{n} \Phi_0^\top \Phi_0 \right)^{-1/2} \right\|^2 \left\| \left( \frac{1}{n} \Phi_0^\top \Phi_0 \right)^{1/2} \right\|^2 \left\{ g_\lambda \left( \frac{1}{n} \Phi_0^\top \Phi_0 \right) \left( \frac{1}{n} \Phi_0^\top \Phi_0 \right) \left\{ g_\lambda \left( \frac{1}{n} \Phi_0^\top \Phi_0 \right) \right\} \beta \right\|^2 \\
\leq \text{tr} \left\{ T_0 \left( \frac{1}{n} \Phi_0^\top \Phi_0 \right)^{-1} \right\} \left\| \left( \frac{1}{n} \Phi_0^\top \Phi_0 \right)^{1/2} \right\|^2 \left\{ g_\lambda \left( \frac{1}{n} \Phi_0^\top \Phi_0 \right) \left( \frac{1}{n} \Phi_0^\top \Phi_0 \right) \left\{ g_\lambda \left( \frac{1}{n} \Phi_0^\top \Phi_0 \right) \right\} \beta \right\|^2 \\
\leq 2 J \lambda \| f \|_H^2.
\]

It follows that
\[
B_\rho(g_\lambda) \leq \left\{ 2 J \lambda + \kappa^2 J \left( \frac{2}{e} \right) \right\} \| f \|_H^2.
\]  

(43)

Additionally, on the event \( A(1/2) \),

\[
I_V = I_{V_0} \leq \frac{\sigma^2}{n} \text{tr} \left\{ T_0 \left( \frac{1}{n} \Phi_0^\top \Phi_0 \right)^{-1} \right\} \left\| g_\lambda \left( \frac{1}{n} \Phi_0^\top \Phi_0 \right) \left( \frac{1}{n} \Phi_0^\top \Phi_0 \right) \right\|^2 \leq \frac{2 J \sigma^2}{n}.
\]

Thus,
\[
V_\rho(g_\lambda) \leq \left\{ 2 J + \kappa^2 J \left( \frac{2}{e} \right) \right\} \frac{\sigma^2}{n}.
\]  

(44)

Combining Proposition 1 and (43)–(44), we obtain

\[
\mathcal{R}_\rho(\hat{f}_\lambda) \leq \left\{ 2 J \lambda + \kappa^2 J \left( \frac{2}{e} \right) \right\} \| f \|_H^2 + \left\{ 2 J + \kappa^2 J \left( \frac{2}{e} \right) \right\} \frac{\sigma^2}{n}.
\]

Corollary 4 follows immediately. ■
Proof of Proposition 4

Pick \( J \) so that \( t^2_{J+1} < \lambda \leq t^2_J \). For real numbers \( \mu_1, \mu_2 \geq 0 \) and functions \( h : [0, \infty) \to [0, \infty) \), define

\[
K_{\mu_1, \mu_2}(h) = \left\| \mathcal{T}^{\mu_1} h \left( \frac{1}{n} \Phi^\top \Phi \right) \mathcal{T}^{\mu_2} \right\|.
\]

Also define the operator \( S \) by \( S h(t) = t h(t) \). Let \( h_\lambda(t) = 1 - g_\lambda(t) t \). Finally, suppose that \( f^\dagger = \infty \sum_{j=1}^\infty \beta_j \phi_j = \infty \sum_{j=1}^\infty \alpha_j t^\mu_j \phi_j \in H_\mu \).

Then \( ||f^\dagger||^2_{H_\mu} = ||\alpha||^2 \), where \( \alpha = (\alpha_1, \alpha_2, ...)^\top \).

To prove the proposition, we follow the same strategy as in the proofs of Propositions 2–3; however, several modifications are required along the way. Following the notation of Lemmas 1–2, our first task is to bound \( I_B \). We have

\[
I_B = \left\| \mathcal{T}^{1/2} \left\{ I - g_\lambda \left( \frac{1}{n} \Phi^\top \Phi \right) \left( \frac{1}{n} \Phi^\top \Phi \right) \right\} \beta \right\|^2 \\
= \left\| \mathcal{T}^{1/2} \left\{ I - g_\lambda \left( \frac{1}{n} \Phi^\top \Phi \right) \left( \frac{1}{n} \Phi^\top \Phi \right) \right\} \mathcal{T}^{\mu/2} \alpha \right\|^2 \\
\leq K_{1/2, \mu/2}(h_\lambda)^2 ||f^\dagger||^2_{H_\mu}.
\] (45)

Furthermore, on \( \mathcal{A}(1/2) \),

\[
K_{1/2, \mu/2}(h_\lambda) = \left\| \mathcal{T}^{1/2} \left( \frac{1}{n} \Phi^\top \Phi \right) h_\lambda \mathcal{T}^{\mu/2} \right\| + \left\| \left( \frac{1}{n} \Phi^\top \Phi \right) h_\lambda \mathcal{T}^{\mu/2} \right\| \\
\leq \left\| \mathcal{T}^{1/2} \left( \frac{1}{n} \Phi^\top \Phi \right) \right\| \left\| \mathcal{T}^{\mu/2} \right\| + t_{J+1} K_{0, \mu/2}(h_\lambda) \\
\leq \frac{2}{t_J} \{ K_{0, \mu/2}(Sh_\lambda) + (\delta_1 + t^2_{J+1}) K_{0, \mu/2}(h_\lambda) \} + t_{J+1} K_{0, \mu/2}(h_\lambda) \\
\leq \frac{2}{t_J} K_{0, \mu/2}(Sh_\lambda) + \left( \frac{2\delta_1}{t_J} + 3t_{J+1} \right) K_{0, \mu/2}(h_\lambda). \] (46)

Next we bound \( K_{0, \mu/2}(h_\lambda) \) and \( K_{0, \mu/2}(Sh_\lambda) \). Suppose that \( \mu/2 = m + \gamma \), where \( m \geq 0 \) is an integer and \( 0 \leq \gamma < 1 \). Recall the definition of \( \delta \) from (18). By repeated application of the
triangle inequality,

\[ K_{0,\mu/2}(h) = K_{m+\gamma,0}(h) \]

\[ = \left\| \mathcal{T}^{m+\gamma} h \left( \frac{1}{n} \Phi^\top \Phi \right) \right\| \]

\[ \leq \left\| \mathcal{T}^{m-1+\gamma} S h \left( \frac{1}{n} \Phi^\top \Phi \right) \right\| + \delta \kappa^{2(m-1+\gamma)} \left\| h \left( \frac{1}{n} \Phi^\top \Phi \right) \right\| \]

\[ \vdots \]

\[ \leq \left\| \mathcal{T}^{m} S^{m} h \left( \frac{1}{n} \Phi^\top \Phi \right) \right\| + \delta \sum_{j=1}^{m} \kappa^{2(m-j+\gamma)} \left\| S^{j-1} h \left( \frac{1}{n} \Phi^\top \Phi \right) \right\| \]

\[ = K_{0,\gamma}(S^{m} h) + \delta \sum_{j=1}^{m} \kappa^{2(m-j+\gamma)} \left\| S^{j-1} h \left( \frac{1}{n} \Phi^\top \Phi \right) \right\|. \] (47)

Bounding \( K_{0,\gamma}(S^{m} h) \) will require some additional manipulations. However, before proceeding in this direction, we gather our bounds so far. By (46)–(47) and because \( \{g_{\lambda}\} \) has qualification at least \( \lceil \mu/2 \rceil \),

\[ K_{1/2,\mu/2}(h_{\lambda}) = O \left\{ \frac{1}{\lambda^{1/2}} K_{0,\gamma}(S^{m+1} h_{\lambda}) + \left( \frac{\delta_{1}}{\lambda^{1/2}} + \lambda^{1/2} \right) K_{0,\gamma}(S^{m} h_{\lambda}) + \delta \lambda^{1/2} + \frac{\delta_{1} \delta}{\lambda^{1/2}} \right\} \]

on \( \mathcal{A} \). Combining this with (45) yields

\[ B_{\rho}(g_{\lambda}) = \mathbb{E}\{I_{B}; \mathcal{A}(1/2)\} + \mathbb{E}\{I_{B}; \mathcal{A}(1/2)^{c}\} \]

\[ \leq O \left[ \mathbb{E} \left\{ \frac{1}{\lambda} K_{0,\gamma}(S^{m+1} h_{\lambda})^2 + \left( \frac{\delta_{1}^2}{\lambda} + \lambda \right) K_{0,\gamma}(S^{m} h_{\lambda})^2 + \delta^2 \lambda + \frac{\delta_{1} \delta^2}{\lambda} \right\} \| f^\dagger \|_{\mathcal{H}_{\mu}}^2 \right] \]

\[ + \kappa^{2(\mu+1)} \| f^\dagger \|_{\mathcal{H}_{\mu}}^2 \Pr \{ \mathcal{A}(1/2)^{c}\} \].

By Lemma 4,

\[ \mathbb{E}(\delta^2) = O \left( \frac{1}{n} \right), \]

\[ E(\delta^2) = O \left\{ \frac{\text{tr}(T_1)}{n^2} + \frac{1}{n^3} \right\}. \]

(Note that in the current proof, we allow the big-\( O \) constants to depend on the kernel \( K \), while this is not allowed in Lemma 4; see the comment following the statement of Proposition
4 and the statement of Corollary 5.) Thus,

\[ B_\rho(g_\lambda) \leq O \left[ \frac{1}{\lambda} K_{0,\gamma}(S^{m+1}h_\lambda)^2 + \left( \frac{\delta^2}{\lambda} + \lambda \right) K_{0,\gamma}(S^m h_\lambda)^2 \right] ||f||^2_{\mathcal{H}_\mu} \]

\[ + O \left[ \frac{1}{n} ||f||^2_{\mathcal{H}_\mu} + \frac{1}{\lambda} \left\{ \frac{\text{tr}(T_1)}{n^2} + \frac{1}{n^3} \right\} ||f||^2_{\mathcal{H}_\mu} \right] + \kappa^{2(\mu+1)} ||f||^2_{\mathcal{H}_\mu} \Pr \{ A(1/2)^c \} \]

\[ = O \left[ \frac{1}{\lambda} K_{0,\gamma}(S^{m+1}h_\lambda)^2 + \left( \frac{\delta^2}{\lambda} + \lambda \right) K_{0,\gamma}(S^m h_\lambda)^2 \right] ||f||^2_{\mathcal{H}_\mu} \]

\[ + o \left( ||f||^2_{\mathcal{H}_\mu} \lambda^{\mu+1} \right), \tag{48} \]

where we have also made use of Lemma 5 and (42) to bound \( \Pr \{ A(1/2)^c \} \) and \( \text{tr}(T_1) \), respectively.

To complete our analysis of the bias term \( B_\rho(g_\lambda) \), it remains to bound the expectations involving \( K_{0,\gamma} \) above. We consider separately the cases where \( 0 \leq \gamma \leq 1/2 \) and \( 1/2 < \gamma < 1 \).

If \( 1/2 < \gamma < 1 \) and \( h : [0, \infty) \to [0, \infty) \) is a nonnegative function, then, since \( z \mapsto z^\gamma \) is operator monotone (Mathé and Pereverzev, 2002),

\[ K_{0,\gamma}(h) = \left\| T^\gamma h \left( \frac{1}{n} \Phi^\top \Phi \right) \right\| \]

\[ \leq \left\| T^\gamma - \left( \frac{1}{n} \Phi^\top \Phi \right)^\gamma \right\| K_{0,0}(h) + \left\| \left( \frac{1}{n} \Phi^\top \Phi \right)^\gamma h \left( \frac{1}{n} \Phi^\top \Phi \right) \right\| \]

\[ \leq \delta^\gamma K_{0,0}(h) + \left\| \left( \frac{1}{n} \Phi^\top \Phi \right)^\gamma h \left( \frac{1}{n} \Phi^\top \Phi \right) \right\|. \]

Hence, taking \( h = S^m h_\lambda \) and \( h = S^{m+1} h_\lambda \), we conclude that if \( 1/2 < \gamma < 1 \), then

\[ K_{0,\gamma}(S^m h_\lambda) \leq \delta^\gamma \lambda^m + \lambda^{\mu/2}, \]

\[ K_{0,\gamma}(S^{m+1} h_\lambda) \leq \delta^\gamma \lambda^{m+1} + \lambda^{\mu/2+1}. \]

Thus, by Lemmas 4 and , if \( q > 0 \) is constant and \( 1/2 < \gamma < 1 \), then

\[ \mathbb{E} \{ K_{0,\gamma}(S^m h_\lambda)^q \} = O \left\{ n^{-q\gamma/2} \lambda^m + \lambda^{q\mu/2} \right\} = O(\lambda^{q\mu/2}), \tag{49} \]

\[ \mathbb{E} \{ K_{0,\gamma}(S^{m+1} h_\lambda)^q \} = O \left\{ n^{-q\gamma/2} \lambda^{m+1} + \lambda^{q(\mu/2+1)} \right\} = O(\lambda^{q(\mu/2+1)}). \tag{50} \]
Thus, combining (49)–(52), we see that
\[
K_{0,\gamma}(h) = \left\| \mathcal{T}' h \left( \frac{1}{n} \Phi^\top \Phi \right) \right\|
\leq \left\| \left( \mathcal{T}_0 \right) \left( \frac{1}{n} \Phi^\top \Phi \right) \right\| h \left( \frac{1}{n} \Phi^\top \Phi \right) + t_{j+1}^{2\gamma} K_{0,0}(h)
\leq \left\| \mathcal{T}_0 \left( \frac{1}{n} \Phi^\top \Phi \right)^{-1} \right\| \left\| \left( \frac{1}{n} \Phi^0 \Phi_0 \right) \left( \frac{1}{n} \Phi^\top \Phi \right) \right\| h \left( \frac{1}{n} \Phi^\top \Phi \right) + t_{j+1}^{2\gamma} K_{0,0}(h)
\leq 2t_{j}^{2(\gamma-1)} \left\{ K_{0,0}(Sh) + (\delta_1 + t_{j+1}^2)K_{0,0}(h) \right\} + t_{j+1}^{2\gamma} K_{0,0}(h)
\leq 2\lambda^{\gamma-1} K_{0,0}(Sh) + 2\lambda^{-1} \delta_1 K_{0,0}(h) + 3\lambda^2 K_{0,0}(h).
\]
Again taking \( h = S^m h_\lambda \) and \( h = S^{m+1} h_\lambda \), if \( 0 \leq \gamma \leq 1/2 \) and we are on \( \mathcal{A}(1/2) \), then
\[
K_{0,\gamma}(S^m h_\lambda) \leq 2\delta_1 \lambda^{\mu-1} + 5\lambda^{\mu/2},
K_{0,\gamma}(S^{m+1} h_\lambda) \leq 2\delta_1 \lambda^{\mu/2} + 5\lambda^{\mu/2+1}.
\]
Taking expectations, Lemma 4–5 imply that if \( 0 \leq \gamma \leq 1 \), then
\[
\mathbb{E} \{ K_{0,\gamma}(S^m h_\lambda)^q \} = O \left\{ \frac{\text{tr} (\mathcal{T}_1)}{n} \right\}^{q/2} \lambda^{q(\mu/2-1)} + \frac{1}{n^q} \lambda^{q(\mu/2-1)} + \lambda^{q\mu/2} = O(\lambda^{q\mu/2}) \tag{51},
\]
\[
\mathbb{E} \{ K_{0,\gamma}(S^{m+1} h_\lambda)^q \} = O \left\{ \frac{\text{tr} (\mathcal{T}_1)}{n} \right\}^{q/2} \lambda^{q\mu/2} + \frac{1}{n^q} \lambda^{q\mu/2} + \lambda^{q(\mu/2+1)} = O(\lambda^{q(\mu/2+1)}) \tag{52}.
\]
Thus, combining (49)–(52), we see that
\[
\mathbb{E} \{ K_{0,\gamma}(S^m h_\lambda)^q \} = O(\lambda^{q\mu/2}), \tag{53}
\]
\[
\mathbb{E} \{ K_{0,\gamma}(S^{m+1} h_\lambda)^q \} = O(\lambda^{q(\mu/2+1)}) \tag{54}
\]
for all \( 0 \leq \gamma < 1 \). Finally, using (53)–(54) in (48), along with Lemma 4 yields
\[
B_\rho(g_\lambda) = O \left[ \mathbb{E} \left\{ \frac{1}{\lambda} K_{0,\gamma}(S^{m+1} h_\lambda)^2 \left( \frac{\delta_1^2}{\lambda} + \lambda \right) K_{0,\gamma}(S^m h_\lambda)^2 \right\} \| f_t \|^2_n \right]
+ o \left( \| f_t \|^2_n \lambda^{\mu+1} \right)
= O \left( \lambda^{\mu+1} \| f_t \|^2_n\right). \tag{55}
\]
To complete the proof, we must bound \( V_\rho(g_\lambda) \), but this is a direct application of Proposition 3: One easily checks that
\[
V_\rho(g_\lambda) = O(\lambda^{\mu+1}\sigma^2). \tag{56}
\]
The proposition follows by combining (55)–(56) with Proposition 1.

**Proof of Proposition 5** Let \( \hat{t}_1^2 \geq \hat{t}_2^2 \geq \cdots \geq 0 \) denote the eigenvalues of \( n^{-1} \Phi^T \Phi \) and define \( \hat{T} = \text{diag}(\hat{t}_1^2, \hat{t}_2^2, \ldots) \). Let \( \hat{U} \) be an orthogonal transformation satisfying \( n^{-1} \Phi^T \Phi = \hat{U} \hat{T} \hat{U}^T \). Additionally, let \( h_\lambda(t) = I\{t \leq \lambda\} \), define \( \hat{J} = \hat{J}_\lambda = \inf\{j; \hat{t}_j^2 > \lambda\} \), and write \( \hat{U} = (\hat{U}_j, \hat{U}_{je}) \), where \( \hat{U}_j \) is the \( \infty \times \hat{J} \) matrix comprised of the first \( \hat{J} \) columns of \( \hat{U} \) and \( \hat{U}_{je} \) consists of the remaining columns of \( \hat{U} \). Finally, define \( \hat{T}_0 = \text{diag}(\hat{t}_{J+1}^2, \hat{t}_{J+2}^2, \ldots) \) and define the \( \infty \times J \) matrix \( U_J = (I_J \ 0)\top \).

Following the notation from the proof of Lemma 1, consider the following bound on \( I_B \),

\[
I_B = \left\| T^{1/2}h_\lambda \left( \frac{1}{n} \Phi^T \Phi \right) \beta \right\|^2 = \left\| T^{1/2} \hat{U}_j \hat{U}_j^\top U_J \beta \right\|^2 \leq \kappa^2 \left\| \hat{U}_j \top \beta \right\|^2 \| \beta \|^2 H.
\]

It follows that

\[
B_{\mu}(g_\lambda) = \mathbb{E}(I_B) \leq \kappa^2 \| f^1 \|^2_H \mathbb{E} \left( \left\| \hat{U}_j \top \beta \right\|^2 ; \hat{J} \geq J \right) + \kappa^2 \| f^1 \|^2_H \Pr(\hat{J} < J). \tag{57}
\]

Now we bound \( \| \hat{U}_j \top U_J \| \) on the event \( \{ \hat{J} \geq J \} \). We derive this bound from basic principles, but it is essentially the Davis-Kahan inequality (Davis and Kahan, 1970). Let \( D = n^{-1} \Phi^T \Phi - T \). Then

\[
DU_J = \frac{1}{n} \Phi^T \Phi U_J - TU_J = \frac{1}{n} \Phi^T \Phi U_J - U_J T_0
\]

and

\[
U_J^\top DU_{je} = U_J^\top \left( \frac{1}{n} \Phi^T \Phi \right) \hat{U}_{je} - T_0 U_J^\top \hat{U}_{je} = U_J^\top \hat{U}_{je} \hat{T}_1 - T_0 U_J^\top \hat{U}_{je}.
\]

Now observe that

\[
\left\| \frac{1}{n} \Phi^T \Phi - T \right\| \geq \| U_J^\top \Delta \hat{U}_{je} \|
\geq \| T_0 U_J^\top \hat{U}_{je} \| - \| U_J^\top \hat{U}_{je} \hat{T}_1 \|
\geq \hat{t}_j^2 \| U_J^\top \hat{U}_{je} \| - (1 - r) \hat{t}_j^2 \| U_J^\top \hat{U}_{je} \|
= r \hat{t}_j^2 \| U_J^\top \hat{U}_{je} \|.
\]

Thus,

\[
\| U_J^\top \hat{U}_{je} \| \leq \frac{1}{r \hat{t}_j^2} \left\| \frac{1}{n} \Phi^T \Phi - T \right\| \tag{58}
\]

on \( \{ \hat{J} > J \} \).
Next we bound 
\[ \Pr(\hat{J} < J) = \Pr(\hat{t}_J^2 \leq \lambda) = \Pr\left\{ \hat{t}_J^2 \leq (1 - r)t_J^2 \right\}. \]

By Weyl’s inequality,
\[ |\hat{t}_J^2 - t_J^2| \leq \delta = \left| \frac{1}{n} \Phi^T \Phi - T \right|. \]

Additionally, by Lemma 3,
\[ \Pr(\delta \geq rt_J^2) \leq 4 \exp\left( -\frac{nr^2t_J^4}{2\kappa^4 + 2\kappa^2rt_J^2/3} \right). \]

Thus,
\[ \Pr(\hat{J} < J) = \Pr\left\{ \hat{t}_J^2 \leq (1 - r)t_J^2 \right\} \leq \Pr(\delta \geq rt_J^2) \leq 4 \exp\left( -\frac{nr^2t_J^4}{2\kappa^4 + 2\kappa^2rt_J^2/3} \right). \] (59)

Combining (57)–(59) and using Lemma 4 gives
\[ B_\rho(g_\lambda) \leq \frac{\kappa^2}{r^2t_J^4} ||f^*||_H^2 E(\delta^2) + 4\kappa^2||f^*||_H^2 \exp\left( -\frac{nr^2t_J^4}{2\kappa^4 + 2\kappa^2rt_J^2/3} \right) \]
\[ \leq \frac{\kappa^2}{r^2t_J^4} ||f^*||_H^2 \left( \frac{34\kappa^4}{n} + \frac{15\kappa^4}{n^2} \right) + 4\kappa^2||f^*||_H^2 \exp\left( -\frac{nr^2t_J^4}{2\kappa^4 + 2\kappa^2rt_J^2/3} \right). \]

Next, we combine this bound on \( B_\rho(g_\lambda) \) with Proposition 3 to obtain
\[ \mathcal{R}_\rho(\hat{f}_\lambda) = B_\rho(g_\lambda) + V_\rho(g_\lambda) \]
\[ \leq \frac{\kappa^2}{r^2t_J^4} ||f^*||_H^2 \left( \frac{34\kappa^4}{n} + \frac{15\kappa^4}{n^2} \right) + 4\kappa^2||f^*||_H^2 \exp\left( -\frac{nr^2t_J^4}{2\kappa^4 + 2\kappa^2rt_J^2/3} \right) \]
\[ + \left[ 2J + \frac{2J^2}{\lambda} + \frac{1}{\lambda} \text{tr}(T_1) + \frac{32J}{\lambda} \left\{ \frac{\kappa^2}{n} \text{tr}(T_1) \right\}^{1/2} + \frac{12\kappa^2 J}{\lambda n} + \frac{\kappa^2 J}{\lambda} \left( \frac{2}{e} \right)^{\frac{1}{2}} \sigma_n^2 \right] \frac{\sigma^2}{n} \]
\[ = O \left\{ (||f^*||_H^2 + \sigma^2) \frac{J}{n} \right\}, \]

as was to be shown.
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