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ABSTRACT
Consider the two problems of simulating observations and estimating expectations and normalizing constants for multiple distributions. First, we present a self-adjusted mixture sampling method, which accommodates both adaptive serial tempering and a generalized Wang–Landau algorithm. The set of distributions are combined into a labeled mixture, with the mixture weights depending on the initial estimates of log normalizing constants (or free energies). Then, observations are generated by Markov transitions, and free energy estimates are adjusted online by stochastic approximation. We propose two stochastic approximation schemes by Rao–Blackwellization of the scheme commonly used, and derive the optimal choice of a gain matrix, resulting in the minimum asymptotic variance for free energy estimation, in a simple and feasible form. Second, we develop an offline method, locally weighted histogram analysis, for estimating free energies and expectations, using all the simulated data from multiple distributions by either self-adjusted mixture sampling or other sampling algorithms. This method can be computationally much faster, with little sacrifice of statistical efficiency, than a global method currently used, especially when a large number of distributions are involved. We provide both theoretical results and numerical studies to demonstrate the advantages of the proposed methods.

1. Introduction
Monte Carlo computation often involves simulating observations and estimating expectations and normalizing constants for multiple distributions. Consider a set of \( m \) probability distributions on a state space \( \mathcal{X} \) by

\[
dP_j = \frac{q_j(x)}{Z_j} \, d\mu, \quad j = 1, \ldots, m,
\]

where \( \mu \) is a baseline measure, \( q_j(x) \) is an unnormalized density function, and \( Z_j = \int q_j(x) \, d\mu \) is the normalizing constant. In addition, let \( P_0 \) be another distribution with an unnormalized density function \( q_0(x) \). Assume that \( q_j(x) \) can be directly evaluated, but \( Z_j \) is analytically intractable \((j = 0, 1, \ldots, m)\). There are several types of settings, where \((P_1, \ldots, P_m)\) and \( P_0 \) can be specified for different purposes.

For the first type of settings, both \((P_1, \ldots, P_m)\) and \( P_0 \) are directly taken from a family of distributions under study, and the objective is to sample from \((P_1, \ldots, P_m)\) and estimate expectations and normalizing constants for \((P_1, \ldots, P_m)\) and \( P_0 \). For example, a Boltzmann distribution in statistical physics is of the form \( P_j \) with \( q_j(x) = \exp\{-u(x)/T_j\} \), where \( u(x) \) is a potential function and \( T_j \) is a temperature. The samples from Boltzmann distributions \((P_1, \ldots, P_m)\) can be reweighted to a nearby temperature \( P_0 \) for which no observations are simulated. The Potts model is studied at multiple temperatures near phase transition in Section 6.1.

For the second type of settings, the primary problem is to sample from and estimate expectations for only one of the distributions, \( P_m \) (e.g., Geyer and Thompson 1995), or to estimate the log ratio of normalizing constants (i.e., the free energy difference in physics) between two distributions, \( P_1 \) and \( P_m \) (e.g., Meng and Wong 1996; Tan et al. 2012). The remaining distributions are introduced to facilitate solving the primary problem. See, for example, Gelman and Meng (1998) and Jasra et al. (2007) for discussions on the construction of such auxiliary distributions.

The third type of settings involve partitioning the state space \( \mathcal{X} \) along, for example, the energy function \(-\log q_0(x)\) for importance sampling (e.g., Wang and Landau 2001; Liang et al. 2007; Atchadé and Liu 2010). Effectively, \((P_1, \ldots, P_m)\) are defined as the restrictions of \( P_0 \) to the individual regions of the partition, but then sampled with uniform proportions over time. The observations obtained from such a mixture distribution can be reweighted to distribution \( P_0 \) by importance sampling. See Appendix V for a numerical study of the Potts model in this approach.

There are at least three computational problems of interest: (1) to simulate observations from \((P_1, \ldots, P_m)\), (2) to estimate the expectations \( E_j(\phi) = \int \phi(x) \, dP_j \) \((j = 0, 1, \ldots, m)\) for a function \( \phi(x) \), and (3) to estimate the normalizing constants \( Z_j = \int q_j(x) \, d\mu \) \((j = 0, 1, \ldots, m)\) up to a multiplicative constant or, equivalently, to estimate the log ratios of normalizing constants (i.e., the free energy differences),

\[
\zeta_j^* = \log(Z_j/Z_1), \quad j = 0, 1, \ldots, m,
\]
where, without loss of generality, \( Z_1 \) is chosen to be a reference value. In the following, we provide a brief discussion of existing methods.

For the sampling problem, it is possible to run separate simulations for \((P_1, \ldots, P_m)\) by Markov chain Monte Carlo (MCMC) (e.g., Liu 2001). However, this direct approach tends to be ineffective in the presence of multi-modality and irregular contours in \((P_1, \ldots, P_m)\). See, for example, bimodal energy histograms for the Potts model in Figure 1. To address these difficulties, various methods have been proposed by creating interactions between samples from different distributions. Such methods can be divided into at least two categories. On the one hand, overlap-based algorithms, including parallel tempering (Geyer 1991) and its extensions (Liang and Wong 2001), serial tempering (Geyer and Thompson 1995), resample-move (Gilks and Berzuini 2001) and its extensions (De Moral et al. 2006; Tan 2015), require that there exist considerable overlaps between \((P_1, \ldots, P_m)\), to exchange or transfer information across distributions. On the other hand, the Wang–Landau (2001) algorithm and its extensions (Liang et al. 2007; Atchadé and Liu 2010) are typically based on partitioning of the state space \(\mathcal{X}\), and hence there is no overlap between \((P_1, \ldots, P_m)\).

For the estimation problem, the expectations \(E_{(1)}(\phi), \ldots, E_m(\phi)\) can be directly estimated by sample averages from \((P_1, \ldots, P_m)\). However, additional considerations are generally required for estimating \((\zeta_{1}^{*}, \ldots, \zeta_{m}^{*}, \zeta_{0}^{*})\) and \(E_{0}(\phi)\), depending on the type of sampling algorithms. For Wang–Landau type algorithms based on partitioning of \(\mathcal{X}\), \((\zeta_{1}^{*}, \ldots, \zeta_{m}^{*})\) are estimated during the sampling process, and \(\zeta_{0}^{*}\) and \(E_{0}(\phi)\) can then be estimated by importance sampling techniques (Liang 2009). For overlap-based settings, both \((\zeta_{1}^{*}, \ldots, \zeta_{m}^{*}, \zeta_{0}^{*})\) and \((E_{(1)}(\phi), \ldots, E_m(\phi), E_{0}(\phi))\) can be estimated after sampling by a methodology known in physics and statistics as the (binless) weighted histogram analysis method (WHAM) (Ferrenberg and Swendsen 1989; Tan et al. 2012), the multi-state Bennett acceptance ratio method (Bennett 1976; Shirts and Chodera 2008), reverse logistic regression (Geyer 1994), bridge sampling (Meng and Wong 1996) and the global likelihood method (Kong et al. 2003; Tan 2004). See Gelman and Meng (1998), Tan (2013a), and Cameron and Pettitt (2014) for reviews on this method and others such as thermodynamic integration or equivalently path sampling.

The purpose of this article is twofold, dealing with sampling and estimation respectively. First, we present a self-adjusted mixture sampling method, which not only accommodates adaptive serial tempering and the generalized Wang–Landau algorithm in Liang et al. (2007), but also facilitates further methodological development. The sampling method employs stochastic approximation to estimate the log normalizing constants (or free energies) online, while generating observations by Markov transitions. We propose two stochastic approximation schemes by Rao–Blackwellization of the scheme used in Liang et al. (2007) and Atchadé and Liu (2010). For all the three schemes, we derive the optimal choice of a gain matrix, resulting in the minimum asymptotic variance for free energy estimation, in a simple and feasible form. In practice, we suggest a two-stage implementation that uses a slow-decaying gain factor during burn-in before switching to the optimal gain factor.

Second, we make novel connections between self-adjusted mixture sampling and the global method of estimation (e.g., Kong et al. 2003). Based on this understanding, we develop a new offline method, locally weighted histogram analysis, for estimating free energies and expectations using all the simulated data by either self-adjusted mixture sampling or other sampling algorithms, subject to suitable overlaps between \((P_1, \ldots, P_m)\). The local method is expected to be computationally much faster, with little sacrifice of statistical efficiency, than the global method, because individual samples are locally pooled from neighboring distributions, which typically overlap more with each other than with other distributions. The computational savings from using the local method are important, especially when a large number of distributions are involved (i.e., \(m\) is large, in hundreds or more), for example, in physical and chemical simulations (Chodera and Shirts 2011), likelihood inference (Tan 2013a, 2013b), and Bayesian model selection and sensitivity analysis (Doss 2010).

We describe a sampling method, labeled mixture sampling, which is the nonadaptive version of self-adjusted mixture sampling in Section 3.

2. Labeled Mixture Sampling

We describe a sampling method, labeled mixture sampling, which is the nonadaptive version of self-adjusted mixture sampling in Section 3. The ideas are recast from several existing methods, including serial tempering (Geyer and Thompson 1995), the Wang–Landau (2001) algorithm and its extensions (Liang et al. 2007; Atchadé and Liu 2010). However, we make explicit the relationship between mixture weights and hypothesized normalizing constants, which is crucial to the new development of adaptive schemes in Section 3.2 and offline estimation in Sections 4 and 5.

The basic idea of labeled mixture sampling is to combine \((P_1, \ldots, P_m)\) into a joint distribution on the space \(\{1, \ldots, m\} \times\)
\( \mathcal{X} \):

\[
(L, X) \sim p(j, x; \xi) \propto \frac{\pi_j}{\pi} q_j(x),
\]

where \( \pi = (\pi_1, \ldots, \pi_m)^t \) are fixed mixture weights with \( \sum_{j=1}^{m} \pi_j = 1 \) (typically, \( \pi_1 = \cdots = \pi_m = m^{-1} \)), and \( \xi = (\xi_1, \ldots, \xi_m)^t \) with \( \xi_1 = 0 \) are hypothesized values of the true log ratios of normalizing constants \( \zeta^{*} = (\zeta_1^{*}, \ldots, \zeta_m^{*})^t \) with \( \zeta_1^{*} = 0 \).

The marginal distribution of \( L \) under (1) is

\[
p(L = j; \xi) = \frac{\pi_j e^{-\zeta_j^{*} + \zeta_j}}{\sum_{j=1}^{m} \pi_j e^{-\zeta_j^{*} + \zeta_j}}, \quad j = 1, \ldots, m.
\]

The marginal distribution of \( X \) under (1) is

\[
p(x; \xi) \propto \sum_{j=1}^{m} \pi_j e^{-\zeta_j} q_j(x), \quad x \in \mathcal{X},
\]

which is a mixture distribution with the weight \( p(L = j; \xi) \propto \pi_j e^{-\zeta_j^{*} + \zeta_j} \) for \( P_j \). We refer to (1) as a labeled mixture, because \( L \) is a label, indicating from which distribution \( P_j \) an observation \( X \) is drawn. By Equation (2), there is a one-to-one relationship between hypothesized free energies \( \xi \) and mixture weights \( p(L = j; \xi) \). In particular, \( \pi \) gives the target mixture weights that would be obtained by setting \( \xi = \zeta^{*} \).

For any fixed choice of \( \xi \) (in addition to \( \pi \)), the labeled mixture (1) can be sampled by standard MCMC, with the unnormalized density \( \pi_j e^{-\zeta_j} q_j(x) \). For some initial values \( (L_0, X_0) \), a general Metropolis–Hastings (MH) algorithm is as follows.

**MH labeled mixture sampling:**

- Generate \((j, x)\) from a proposal distribution \( Q(L_{t-1}, X_{t-1}; \cdot; \xi) \).
- Set \((L_t, X_t) = (j, x)\) with probability

\[
\min \left[ 1, \frac{Q((j, x), (L_{t-1}, X_{t-1}); \xi)}{Q((L_{t-1}, X_{t-1}), (j, x); \xi)} \right] \frac{p(j, x; \xi)}{p(L_{t-1}, X_{t-1}; \xi)}.
\]

and, with the remaining probability, set \((L_t, X_t) = (L_{t-1}, X_{t-1})\).

At this point, it is important to distinguish two different settings as discussed in the Introduction. For overlap-based settings, \((P_1, \ldots, P_m)\) are required to be overlapped with each other (e.g., Geyer 1994; Geyer and Thompson 1995). In contrast, for partition-based settings, \((P_1, \ldots, P_m)\) are supported on mutually exclusive regions of a partition of \( \mathcal{X} \) (Wang and Landau 2001). For concreteness, we focus on overlap-based settings, until Appendix IV in the supplementary materials on partition-based settings.

For \( j = 1, \ldots, m \), assume that a Markov transition kernel, \( \Psi_j(x; \cdot) \) is constructed by MCMC with \( P_j \) as the stationary distribution. Then, a particular choice of \( Q(\cdot; \zeta) \) is to update \( L_t \) and \( X_t \) one at a time, leading to a two-block MH algorithm using \((\Psi_1, \ldots, \Psi_m)\). In fact, the conditional distributions under (1) are

\[
p(x|L = j) \propto q_j(x),
\]

\[
p(L = j|x; \xi) = \frac{\pi_j e^{-\zeta_j q_j(x)}}{\sum_{j=1}^{m} \pi_j e^{-\zeta_j q_j(x)}} \propto \frac{\pi_j}{\pi} q_j(x).
\]

That is, \( p(x|L = j) \) corresponds to the \( j \)th target distribution \( P_j \), regardless of \( \xi \), whereas \( p(L = j|x; \xi) \) is a discrete distribution on \( \{1, \ldots, m\} \), depending on \( \xi \). Sampling directly from \( p(L = j|x; \xi) \) leads to a global-jump algorithm.

**Global-jump labeled mixture sampling:**

- **Global jump:** Generate \( L_t \sim p(L = j|X_{t-1}; \xi) \).
- **Markov move:** Generate \( X_t \sim \Psi_{L_t}(X_{t-1}) \).

Alternatively, an MH transition can be used for sampling from \( p(L = j|X_{t-1}; \xi) \). For \( k = 1, \ldots, m \), let \( N(k) \) be a neighborhood of labels to \( k \) and \( \Gamma(k; \cdot) \) be a proposal distribution for jumping from \( k \) to another label. A typical example is to set \( \Gamma(k, j) = 1/s(k) \) if \( j \in N(k) \) and otherwise, where \( s(k) \) is the size of \( N(k) \). The resulting local-jump algorithm gives serial tempering (Geyer and Thompson 1995).

**Local-jump labeled mixture sampling (i.e., serial tempering):**

- **Local jump:** generate \( j \sim \Gamma(L_{t-1}, \cdot) \) and then set \( L_t = j \) with probability

\[
\min \left[ 1, \frac{\Gamma(j, L_{t-1}) p(j|X_{t-1}; \xi)}{\Gamma(L_{t-1}, j) p(L_{t-1}|X_{t-1}; \xi)} \right]
\]

and, with the remaining probability, set \( L_t = L_{t-1} \).
- **Markov move:** generate \( X_t \sim \Psi_{L_t}(X_{t-1}) \).

The local-jump algorithm is computationally less costly than the global-jump algorithm. At each iteration, the \( m \) unnormalized densities, \( q_1(X_{t-1}), \ldots, q_m(X_{t-1}) \), are evaluated in the global-jump algorithm, whereas only two unnormalized densities, \( q_{L_{t-1}}(X_{t-1}) \) and \( q_j(X_{t-1}) \), are evaluated in the local-jump algorithm. On the other hand, the relative statistical efficiency seems to be problem-dependent between the global-jump and local-jump algorithms. Chodera and Shirts (2011) presented examples where the global-jump algorithm leads to more rapid mixing than the local-jump algorithm. But the two algorithms perform similarly to each other in our simulation study of the Potts model near phase transition in Section 6.1.

### 3. Self-Adjusted Mixture Sampling

A crucial issue for labeled mixture sampling is that, to paraphrase Geyer (2011, Section 11.2.4) on serial tempering, the choice \( \xi \) must be specified reasonably close to \( \zeta^{*} \) in order for the algorithm to work. By Equation (2), if \( \xi \) is not close to \( \zeta^{*} \), then the marginal probability of one label \( j \) may be orders of magnitude smaller than those of other labels, indicating that \( P_j \) is not adequately sampled.

Recently, serial tempering have been extended for sampling and estimating \( \zeta \) adaptively by Liang et al. (2007) and Atchadé and Liu (2010), both motivated by the Wang–Landau (2001) algorithm. In particular, the model selection sampler in Liang et al. (2007, Section 5) can be modified as follows in our setting of labeled mixture sampling. Let \( \zeta^{(0)} \) be some initial choice of \( \zeta \), for example, the \( m \times 1 \) vector of zeros. Denote by \( \zeta^{(t)} = (\zeta_1^{(t)}, \ldots, \zeta_m^{(t)})^t \) a choice of \( \zeta \) at iteration \( t \).

**Stochastic approximation Monte Carlo (SAMC):**

- **Local jump and Markov move:** same as local-jump labeled mixture sampling.

- **Free energy update:** set \( \delta^{(t)} = (1[L_t = 1], \ldots, q[L_t = m])^t \) and

\[
\zeta^{(t-\frac{1}{2})} = \zeta^{(t-1)} + \gamma_1(\delta^{(t)} - \pi), \quad \zeta^{(t)} = \zeta^{(t-\frac{1}{2})} - \zeta^{(t-\frac{1}{2})},
\]

### (4)
develop the use of stochastic approximation for labeled mixture of stochastic approximation in Section 3.1 and further the use of stochastic approximation for missing-data problems and spatial models (e.g., Delyon et al. 2007) suggested setting $t_0$ between $2m$ and $100m$. 

The free energy update in the SAMC algorithm is an application of stochastic approximation to find $\xi^*$ as a unique solution to $p(L = j; \xi) = \pi_j$ $(j = 1, \ldots, m)$. Informally, there is a self-adjusting mechanism as follows. If the $j$th element $\xi_j^{(t-1)}$ is smaller (or greater) than $\xi_j^*$, then the label $L_t$ will, on average over time, take value $j$ more likely (or less likely) than with probability $\pi_j$ by Equation (2). By the update rule (4), $\xi_j^{(t)}$ will then be increased (or decreased) from $\xi_j^{(t-1)}$.

For the rest of this section, we provide a brief review of stochastic approximation in Section 3.1 and then further develop the use of stochastic approximation for labeled mixture sampling in Section 3.2.

### 3.1 Stochastic Approximation

There is a vast literature on theory, methods, and applications of stochastic approximation since Robbins and Monro (1951). In addition to the SAMC algorithm (Liang et al. 2007) mentioned above, examples of using stochastic approximation for Monte Carlo computation include maximum likelihood estimation for missing-data problems and spatial models (e.g., Delyon et al. 1999; Gu and Zhu 2001) and adaptive MCMC (e.g., Roberts and Rosenthal 2009).

Suppose that the objective is to find a solution $\Theta^*$ to $h(\Theta) = 0$ with

$$h(\Theta) = E_\Theta(H(Y; \Theta)),$$

where $\Theta$ is an $r$-dimensional parameter in $\Theta$, $H(\cdot; \Theta)$ is a $r$-dimensional vector of functions, and $E_\Theta(\cdot)$ denotes the expectation with $Y \sim f(\cdot; \Theta)$, a probability density function depending on $\Theta$. Informally, it is of interest to find the value of $\Theta$ such that the expectation of a "noisy observation" $H(Y; \Theta)$ is 0. For some initial values $\Theta_0$ and $Y_0$, a general stochastic approximation algorithm is as follows.

**Stochastic approximation (SA):**

- Generate $Y_t \sim K_{\Theta_{t-1}}(Y_{t-1}, \cdot)$, a Markov transition kernel that admits $f(\cdot; \Theta_{t-1})$ as the invariant distribution.
- Set $\Theta_t = \Theta_{t-1} + A_t H(Y_t; \Theta_{t-1})$, where $A_t$ is a $r \times r$ matrix, called a gain matrix.

In Appendix I of the supplementary materials, we provide a summary of Theorems 1–2 in Song et al. (2014) on the convergence of $(\Theta_t: t \geq 1)$, with an extension to the case where $A_t$ is a $r \times r$ matrix, similarly as in Corollary 3.3.2 in Chen (2002). In the following, we discuss the relevant results in an informal manner.

Assume that $A_t = \gamma_t A$ for an invertible $r \times r$ matrix $A$, and $\gamma_t = t_0^\beta / t^\beta$, called the gain factor, for $t_0 > 0$ and $1/2 < \beta \leq 1$. Then under certain regularity conditions, $\gamma_t^{-1/2}(\Theta - \Theta^*)$ converges in distribution to a multivariate normal distribution with mean 0 and variance matrix $\Sigma$ depending on $(t_0, \beta, A)$. The maximal rate of variance reduction is reached with $\beta = 1$. Moreover, if $\beta = 1$, then $\Sigma$ achieves a minimum, $t_0^{-1}C^{-1}V C^{-1}$, at $A = t_0^{-1}C^{-1}$, where $C = -\partial h(\Theta^*)/\partial \Theta^*$ and $V$ is defined in Appendix I in the supplementary materials.

For fixed $h(\Theta)$ and $f(\cdot; \Theta)$, the optimal choice of $A_t$ does not depend on the specification of the "noisy observation" $H(Y; \Theta)$ or the transition kernel $K_\Theta$, as long as $E_\Theta(H(Y; \Theta)) = h(\Theta)$ with $Y \sim f(\cdot; \Theta)$ and $f(\cdot; \Theta)$ is the invariant distribution under $K_\Theta$. The resulting optimal SA recursion is

$$\Theta_t = \Theta_{t-1} + t^{-1}C^{-1}H(Y_t; \Theta_{t-1}),$$

and the minimum asymptotic variance matrix is $t^{-1/2}(\Theta - \Theta^*)$, normalized by $t^{-1/2}$ instead of $\gamma_t^{-1/2}$, is $C^{-1}V C^{-1}$. However, the optimal SA recursion is, in general, infeasible because $C = -\partial h(\Theta^*)/\partial \Theta^*$ depends on unknown $\Theta^*$.

### 3.2 SA for Labeled Mixture Sampling

The SAMC algorithm is an application of the general SA algorithm to local-jump labeled mixture sampling by the following choices. Let $Y = (L, X)$, $f(y; \Theta) = p(j, x; \zeta)$, $\theta = (\zeta_2, \ldots, \zeta_m)^T$, $\theta^* = (\zeta_2^*, \ldots, \zeta_m^*)^T$, with the first element $\zeta_1^* = 0$ excluded from $\zeta^*$ and $\hat{\zeta}^*$, and

$$h(\Theta) = \{p(L = 2; \zeta) - \pi_2, \ldots, p(L = m; \zeta) - \pi_m\},$$

$$H(Y; \Theta) = (1[L = 2] - \pi_2, \ldots, 1[L = m] - \pi_m)^T.$$ 

By Equation (2), $\theta^*$ is a unique solution to $h(\Theta) = 0$. Moreover, let

$$K_\Theta(y_{t-1}, y_t) = p_{t1}(l_t|l_{t-1}, x_{t-1}; \zeta)p(x_t|l_t, x_{t-1}),$$

where $p_{t1}(l_t|l_{t-1}, x_{t-1}; \zeta)$ is the probability density function of $L_t$ given $(L_{t-1}, X_{t-1})$ under local jump, and $p(x_t|l_t, x_{t-1})$ is the probability density function under the transition kernel $P_{t1}(x_{t-1}, x_t)$. The sequence of variables generated by the SA algorithm reduce to $Y_t = (L_t, X_t)$ and $\Theta_t = (\zeta_2^{(t)}, \ldots, \zeta_m^{(t)})^T$.

We further develop stochastic approximation for local-jump or global-jump labeled mixture sampling, regarding two alternative choices of $H(Y; \Theta)$ and regarding use of the optimal SA recursion (5). First, we show that for $H(Y; \Theta)$ defined by (7), the optimal SA recursion (5) is simple and feasible, independent of unknown $\zeta^*$. See Appendix III of the supplementary materials for proofs of Theorems 1–3.

**Theorem 1.** For $H(Y; \Theta)$ defined by (7), the optimal SA recursion (5) reduces to $\zeta^{(t)} = \zeta^{(t-1)} - \delta_t^{(t-1)}$, with

$$\zeta^{(t-1)} = \zeta^{(t-2)} - \delta_t^{(t-2)} - \delta_t^{(t-1)} - t^{-1}\delta_t(L_t)/\pi_1, \ldots, \delta_t(L_t)/\pi_m)^T,$$

where $\delta_t(L_t) = 1[L_t = j]$ for $j = 1, \ldots, m$.

This result is remarkable because the optimal SA recursion is, in general, infeasible, as mentioned in Section 3.1. Evidently, labeled mixture sampling constitutes a special case where $C = -\partial h(\Theta^*)/\partial \Theta^*$ is known, even though $\Theta^* = (\zeta_2^*, \ldots, \zeta_m^*)$ is unknown, so that the optimal SA recursion becomes feasible. A possible explanation is that the Rao–Blackwellized scheme (14) obtained later from (9) matches the offline estimating equations (16) and (17), as discussed in Section 4.

As mentioned in Section 3.1, the SA recursion (5) is optimal regardless of how the transition kernel $K_\Theta$ is constructed such that $f(\cdot; \Theta)$ is the invariant distribution. Therefore, the SA recursion (9) is optimal not only for local-jump labeled mixture...
sampling with the transition kernel (8), but also for global-jump labeled mixture sampling with the transition kernel
\[ K_0(y_{t-1}, y_t) = p_{GJ}(L_t | x_{t-1}; \xi) p(x_t | L_t, x_{t-1}), \tag{10} \]
where \( p_{GJ}(L_t | x_{t-1}; \xi) \) is the probability density function of \( L_t \) given \( (L_{t-1}, X_{t-1}) \) under global jump. Then, \( p_{GJ}(L_t | x_{t-1}; \xi) = p(L_t | x_{t-1}; \xi) \) by Equation (3).

The SA recursion (5) is also optimal regardless of how the “noisy observation” \( H(Y; \theta) \) is specified such that \( E_{\theta}(H(Y; \theta)) = h(\theta) \) with \( Y \sim f(\cdot; \theta) \). In fact, it is possible to derive two alternative choices of \( H(Y; \theta) \) from (7) by taking conditional expectations, known as Rao–Blackwellization (e.g., Gelfand and Smith 1990).

**Theorem 2.** Redefine \( H(Y; \theta) = (w_2(X; \xi) - \pi_2, \ldots, w_m(X; \xi) - \pi_m)^T, \tag{11} \)
where \( w_j(X; \xi) = p(L = j | X; \xi) \) in Equation (3). Then, \( h(\theta) = E_{\theta}(H(Y; \theta)) \) with \( Y \sim f(\cdot; \theta) \) for each \( \theta \). The optimal SA recursion (5) reduces to \( \xi^{(t)} = \xi^{(t-1)} - \xi_1^{(t-1)} \) with
\[ \xi^{(t)} = \xi^{(t-1)} + t^{-1}(w_1(X_t; \xi^{(t-1)})/\pi_1, \ldots, w_m(X_t; \xi^{(t-1)})/\pi_m)^T. \tag{12} \]

The choice (11) for \( H(Y; \theta) \) is a conditional expectation (or Rao–Blackwellization) of the earlier choice (7). Equation \( h(\theta) = E_{\theta}(H(Y; \theta)) \) holds because \( w_j(X; \xi) = E(L = j | X; \xi) \) by definition and hence \( E(w_j(X; \xi)) = p(L = j; \xi) \) by the rule of iterated expectations, where \( L, X \sim p(j, x; \xi) \). Moreover, the corresponding optimal SA recursion (12) is similar to (9), with \( \delta_j(L_t) \) replaced by \( w_j(X; \xi^{(t-1)}) \).

The Rao–Blackwellization is performed above directly with respect to the invariant distribution \( p(j, x; \xi) \) for each fixed \( \xi \). Alternatively, it is more informative to perform Rao–Blackwellization with respect to a Markov transition kernel. For transition kernel (10) under global jump, Rao–Blackwellization gives
\[ E(1|L_t = j|L_{t-1}, X_{t-1}; \xi) = E(1|L_t = j|X_{t-1}; \xi) = w_j(X_{t-1}; \xi), \]
leading again to the choice (11) and the update scheme (12). On the other hand, Rao–Blackwellization under local jump with transition kernel (8) gives
\[ E(1|L_t = j|L_{t-1}, X_{t-1}; \xi) = u_j(L_{t-1}, X_{t-1}; \xi), \]
where
\[ u_j(L, X; \xi) = \left\{ \begin{array}{ll} \Gamma(L, j) \min \left\{ 1, \frac{\Gamma(L, j) p(j | X; \xi)}{\Gamma(L_{t-1}, j) p(L_{t-1} | X; \xi)} \right\}, & \text{if } j \in \mathcal{N}(L), \\ 1 - \sum_{j \in \mathcal{N}(L)} u_j(L, X; \xi), & \text{if } j = L, \end{array} \right. \]
and \( u_j(L, X; \xi) = 0 \) if \( j \notin (L) \cup \mathcal{N}(L) \). This leads to a new choice for \( H(Y; \theta) \), different from (7) (or 11), and the following result.

**Theorem 3.** Redefine \( H(Y; \theta) = (u_2(L, X; \xi) - \pi_2, \ldots, u_m(L, X; \xi) - \pi_m)^T, \tag{13} \)
where \( u_j(L, X; \xi) \) is defined as above. Then, \( h(\theta) = E_{\theta}(H(Y; \theta)) \) with \( Y \sim f(\cdot; \theta) \) for each \( \theta \). The optimal SA recursion (5) reduces to \( \xi^{(t)} = \xi^{(t-1)} - \xi_1^{(t-1)} \) with
\[ \xi^{(t)} = \xi^{(t-1)} + t^{-1}(u_1(L_t, X_t; \xi^{(t-1)})/\pi_1, \ldots, u_m(L_t, X_t; \xi^{(t-1)})/\pi_m)^T. \tag{14} \]

As a summary, there are two choices of transition kernel \( K_0 \) and three choices of “noisy observation” \( H(Y; \theta) \). Our development gives a class of SA algorithms for labeled mixture sampling, which we call stochastic approximation mixture sampling or, more descriptively, self-adjusted mixture sampling.

### Self-adjusted mixture sampling:
- **Labeled mixture sampling:** Generate \( (L_t, X_t) \) from transition kernel (8) under local jump or from (10) under global jump, with \( \xi \) set to \( \xi^{(t-1)} \).
- **Free energy update:** Compute \( \xi^{(t)} \) by (9), (12), or (14), referred to as a binary, global, or local update scheme, respectively.

In principle, each of the update schemes (9), (12), and (14) can be combined with either local-jump or global-jump mixture sampling. For example, the update scheme (12), although derived by Rao–Blackwellization under the local-jump transition kernel, can be used when \( (L_t, X_t) \) are generated by global-jump mixture sampling. In practice, these choices should be decided from considerations of both statistical efficiency and computational cost. The local-jump and global-jump mixture sampling are briefly compared in Section 2. See Appendix II of the supplementary materials for comparisons between the update schemes (9), (12), and (14), including a theoretical result showing that the global update scheme (12) is statistically more efficient than the binary scheme (9), when both used with global-jump mixture sampling.

Finally, we provide several remarks on implementation issues of self-adjusted mixture sampling. First, the initial choice \( \xi^{(0)} \) can be set as naively as to the vector of zeros, as done in all our simulation studies. Second, convergence of \( \xi^{(t)} \) to the target \( \xi^* \) can be slow if the initial value \( \xi^{(0)} \) is far away from \( \xi^* \) and if the dimension \( m \) is large, as in the numerical examples in Section 6.2 and Appendix V. In general, there are differences between the rate of convergence to stationarity and statistical efficiency, determined by the amount of random fluctuation once in stationarity (e.g., Liu 2001, Section 13.3.2). To overcome this issue, we suggest a two-stage implementation of self-adjusted mixture sampling by replacing the gain factor \( t^{-1} \) in the update scheme (9), (12), or (14), with
\[ \gamma_t = \begin{cases} \min(\pi_a, t^{-\beta}), & \text{if } t \leq t_0, \\ \min(\pi_a, (t - t_0 + t_0^{\beta})^{-1}), & \text{if } t > t_0, \end{cases} \tag{15} \]
where \( \pi_a = \min(\pi_1, \ldots, \pi_m), 1/2 < \beta < 1 \) and \( t_0 \) is a burn-in size. For example, \( \beta \) is set to 0.6 or 0.8, and \( t_0 \) is set such that the proportions of \( L_t = j \) are within 50%–20% of \( \pi_j \) in our numerical work. The minimum with \( \pi_a \) is taken to ensure that the adjustment term in the resulting scheme (9), (12), or (14) is bounded between 0 and 1 for all \( t \geq 1 \), even when \( m \) is large and some \( \pi_j \) is small. A slow-decaying gain factor \( t^{-\beta} \) is used in the first stage for \( 1/2 < \beta < 1 \), to introduce larger adjustments than with the factor \( t^{-1} \) and hence drive \( \xi^{(t)} \) to fall faster into a neighborhood of \( \xi^* \). See Gu and Zhu (2001) for a related two-stage SA algorithm, but a slow-decaying factor \( t^{-\beta} \) is used at both stages, with \( \beta \) close to 0 or to 1/2 at the first or second stage respectively.
4. Offline Estimation

Stochastic approximation (or self-adjusted) mixture sampling, after $n$ iterations, provides not only a consistent estimator $\hat{\varepsilon}^{(n)}$ for free energies, but also a sequence of draws $\{L_i, X_i : i = 1, \ldots, n\}$, which are expected to be ergodic with respect to the joint distribution $p(j, x; \varepsilon^*)$. The ergodicity of the pairs $(L_i, X_i)$ can be decomposed into that of the labels $L_i$ and that of the observations, $S_j = (X_i : L_i = j, i = 1, \ldots, n)$, with label $j$. For ease of discussion, assume that for $j = 1, \ldots, m$,

(A1) the observed proportion $\hat{\pi}_j = n_j/n$ converges to the target $\pi_j$, almost surely, and $\alpha_n(\hat{\pi}_j - \pi_j)$ converges to a nondegenerate distribution, where $n_j$ is the size of $S_j$, $\alpha_n \to \infty$ and possibly $n^{-1/2} \alpha_n \to 0$ as $n \to \infty$, and

(A2) the sample average $\bar{E}_j(\phi) = n_j^{-1} \sum_{x \in \mathbb{Z}} \sum_{L = j} \phi(x)$ converges to $E_j(\phi)$ almost surely, and $n_j^{1/2}(\bar{E}_j(\phi) - E_j(\phi))$ converges to a nondegenerate distribution.

Then, $S_j$ forms an approximate sample from $P_j$. By (A1) and (A2) jointly, the pooled sample $(X_1, \ldots, X_n)$ forms an approximate sample from the mixture $p(x; \varepsilon^*)$, although the convergence rate of empirical averages might be slower than $n^{-1/2}$.

Asymptotic theory justifying the almost-sure convergence of $\hat{\pi}_j$ and $\bar{E}_j(\phi)$ can be obtained from, for example, Liang et al. (2015). However, formal results remain to be developed for central limit theorems. We postulate in (A2) that the average $\bar{E}_j(\phi)$ converges at the usual rate $n^{-1/2}$, because for any fixed $\varepsilon$, the conditional distribution of $X$ given $L = j$ is always $P_j$, where $(L, X)$ is drawn from the invariant distribution $p(j, x; \varepsilon)$. This is similar to related theory on adaptive MCMC in Andrieu and Moulines (2006), where the invariant distribution $f(\cdot; \theta)$ does not depend on the choice of $\theta$, and the central limit theorem holds at the rate $n^{-1/2}$ for empirical averages.

The preceding properties can be exploited to construct offline estimators of free energies $\varepsilon^*$, different from the SA estimator $\hat{\varepsilon}^{(n)}$ or the average $\tilde{\varepsilon}^{(n)} = n^{-1} \sum_{i=1}^n \hat{\varepsilon}_i$. Throughout, an estimator is said to be online if, after $n$ iterations, it can be determined from the estimator after $n - 1$ iterations and the variables generated at the $n$th iteration. An estimator is said to be offline if it is not online. The estimator $\bar{\varepsilon}^{(n)}$ can be considered online jointly with $\tilde{\varepsilon}^{(n)}$, because $\bar{\varepsilon}^{(n)} = \bar{\varepsilon}^{(n-1)} + n^{-1} (\tilde{\varepsilon}^{(n)} - \bar{\varepsilon}^{(n-1)})$. Roughly, an online estimator is sequentially updated during a sampling process, whereas an offline estimator is computed after the sampling process is completed.

The development of the global choice (11) of $H(Y; \theta)$ for stochastic approximation shows that $\varepsilon^*$ satisfies $E_{\varepsilon^*}(\{u_j(X; \varepsilon^*)\}) = \pi_j$ for $j = 1, \ldots, m$, where $X \sim p(x; \varepsilon^*)$. This relationship and the fact that $(X_1, \ldots, X_n)$ forms an approximate sample from $p(x; \varepsilon^*)$ lead to the following estimator for $\varepsilon^*$. Let $\varepsilon_i^{(n)} = \{\varepsilon_1^{(n)}, \ldots, \varepsilon_m^{(n)}\}$ with $\varepsilon_i^{(1)} = 0$ be a solution to $n^{-1} \sum_{j=1}^m u_j(X_i; \varepsilon) = \pi_j$ or equivalently

$$\frac{1}{n} \sum_{j=1}^m e^{-\varepsilon_j^{(n)} q_j(X_i)} = \pi_j, \quad j = 1, 2, \ldots, m. \quad (16)$$

The sums of both sides of (16) multiplied by $\pi_j$ over $j = 1, 2, \ldots, m$ are equal to 1. Therefore, Equation (16) needs only to be solved for $j = 2, \ldots, m$. Remarkably, the $i$th term in the summation in (16) corresponds to the ratio $u_j(X_i; \varepsilon) / \pi_j$, which appears exactly in the optimal SA recursion (12).

The form of (16) is reminiscent of a related offline method for estimating free energies. Under Assumption (A2), the set of observations, $S_j$, with the same label $j$ forms a proper sample of size $n_j$ from $P_j$. Then $(X_1, \ldots, X_n)$ can be treated as a sample from the stratified density $\prod_{j=1}^m \hat{\pi}_j e^{-\varepsilon_j^{(n)} q_j(x)}$, where the observed proportion $\hat{\pi}_j$ is used instead of the target weight $\pi_j$. Replacing $\hat{\pi}_j$ by $\pi_j$ in (16) yields the following estimator. Let $\varepsilon^{(n)}_j = \{\varepsilon_1^{(n)}, \ldots, \varepsilon_m^{(n)}\}$ with $\varepsilon_i^{(1)} = 0$ be a solution to

$$\frac{1}{n} \sum_{j=1}^m e^{-\varepsilon_j^{(n)} q_j(X_i)} = \pi_j, \quad j = 1, 2, \ldots, m. \quad (17)$$

We refer to $\varepsilon^{(n)}$ or $\tilde{\varepsilon}^{(n)}$ as the unstratified or stratified estimator. The estimator $\varepsilon^{(n)}$ relies on the fact that $(X_1, \ldots, X_m)$ is a proper sample from $p(x; \varepsilon^*)$. In contrast, $\tilde{\varepsilon}^{(n)}$ is based on the fact that $S_j$ is a proper sample form $P_j$, and would remain consistent even if $\hat{\pi}_j$ did not converge to $\pi_j$, for $j = 1, \ldots, m$. As mentioned in Section 1, the estimator $\varepsilon^{(n)}$ has been widely used in physics and statistics (e.g., Kong et al. 2003; Tan et al. 2012). Our development adds a new understanding of the methodology, by making connections from the stochastic approximation schemes (9) and (12) to the estimators $\varepsilon^{(n)}$ and $\tilde{\varepsilon}^{(n)}$ through Rao–Blackwellization and stratification.

An important feature of the existing methodology behind (17) is that the baseline measure $\mu$ is estimated by a discrete measure $\hat{\mu}$, which is supported on the pooled sample $(X_1, \ldots, X_n)$ with weights determined up to a positive multiple by

$$\hat{\mu}(\{X_i\}) \propto \left\{ \sum_{i=1}^m n_i e^{-\varepsilon_1^{(n)} q_1(X_i)} \right\}, \quad i = 1, \ldots, n.$$ 

For $j = 1, \ldots, m$, the free energy $\varepsilon^{(n)}_j$ is estimated by $\exp(\varepsilon^{(n)}_j) = \int q_j(x) d\mu_j$ as in (17). For an unsampled distribution $P_j$, the free energy $\varepsilon^{(n)}_j$ is estimated by

$$\exp(\varepsilon^{(n)}_j) = \sum_{i=1}^m q_j(X_i) e^{\varepsilon_1^{(n)} q_j(X_i)}.$$ 

The expectation $E_j(\phi) = \int \phi(x) dP_j$ is estimated by

$$\hat{E}_j(\phi) = \sum_{i=1}^m \phi(X_i) e^{\varepsilon_1^{(n)} q_j(X_i)}, \quad j = 0, 1, \ldots, m.$$ 

This estimator $\hat{E}_j(\phi)$, unlike the sample average $\bar{E}_j(\phi)$, depends on the pooled sample $(X_1, \ldots, X_n)$ and is applicable even for $j = 0$.

In Appendix II, we provide additional theoretical results on comparison of statistical efficiency between the online estimator $\varepsilon^{(n)}$ and offline estimators $\bar{\varepsilon}^{(n)}$ and $\tilde{\varepsilon}^{(n)}$. The unstratified and stratified estimators differ from dynamically weighted estimators, adapted from partition-based settings (Liang 2009; Liang et al. 2015). See Appendices IV–VI in the supplementary materials for further discussion.
5. Locally Weighted Histogram Analysis

The offline estimator \( \hat{\zeta}^{(n)} \) is known to be statistically efficient, at least in the case where \((X_1, \ldots, X_n)\) are independent (Tan 2004). However, the estimator \( \hat{\zeta}^{(n)} \) requires evaluating \( m \) unnormalized densities \( q_1(X_1), \ldots, q_m(X_m) \) for each \( X_m \), similarly to the global-jump sampling scheme (10) and the global update scheme (12). Such computational cost can outweigh efficiency gains, compared with, for example, the SA estimator \( \hat{\zeta}^{(n)} \) obtained by the binary update scheme (9) under self-adjusted local-jump mixture sampling. In this section, we propose a local method for offline estimation, to reduce computational cost while preserving statistical efficiency.

First, we derive a local unstratified estimator for \( \zeta^* \), corresponding to the global unstratified estimator solved from (16). By Theorem 3 on the local choice (13) of \( H(Y; \theta) \) for stochastic approximation, \( \zeta^* \) satisfies \( E_{\xi^*}(u_j(L, X; \zeta^*)) = \pi_j \) for \( j = 1, \ldots, n \), where \((L, X) \sim p(j; x, \zeta^*)\). This relationship and the fact that \( \{L_i, X_i\}_i \) forms an approximate sample from \( p(j; x, \zeta) \) suggests the following estimator. Let \( \tilde{\zeta}^{(n)} = (\tilde{\zeta}_2^{(n)}, \ldots, \tilde{\zeta}_m^{(n)})^T \) with \( \tilde{\zeta}_1^{(n)} = 0 \) be a solution to \( n^{-1} \sum_{i=1}^n u_j(L_i, X_i; \zeta) = \pi_j \) for \( j = 1, \ldots, m \). However, \( u_j(L, X; \zeta) \) is not everywhere differentiable in \( \zeta \) and hence computing \( \tilde{\zeta}^{(n)} \) can be complicated. To address this issue, we replace the Metropolis–Hastings acceptance probability, \( \min\{1, \frac{\Gamma(j, L)p(j|X; \zeta)}{\Gamma(L, j)p(L|X; \zeta)}\} \), by Barker’s (1965) acceptance probability, \( \min\{1, \frac{\Gamma(j, L)p(j|X; \zeta)}{\Gamma(L, j)p(L|X; \zeta) + \Gamma(j, L)p(j|X; \zeta)}\} \), and redefine \( u_j(L, X; \zeta) \) as

\[
\begin{align*}
\Gamma(j, L)p(j|X; \zeta) & \quad \text{if } j \in N(L), \\
1 - \sum_{l \in N(L)} u_l(L, X; \zeta) & \quad \text{if } j = L,
\end{align*}
\]

and \( u_j(L, X; \zeta) = 0 \) if \( j \not\in L \cup N(L) \). Then, Theorem 3 is easily shown to remain valid with redefined \( u_j(L, X; \zeta) \), because Barker’s (1965) acceptance probability ensures detailed balance (Liu 2001, Sec. 5.2).

There are several consequences of using Barker’s (1965) acceptance probability instead of the Metropolis–Hastings acceptance probability. By direct calculation, the equation \( n^{-1} \sum_{i=1}^n u_j(L_i, X_i; \zeta) = \pi_j \) for \( \tilde{\zeta}^{(n)} \) can be equivalently expressed as

\[
\frac{1}{n} \sum_{i=1}^n \sum_{j=1}^m \Gamma(j, L_i) \left[ \frac{1[Li = ljL(i, j)e^{-\zeta q_j(X_j)}]}{\Gamma(j, L_i)p(i|X_j) + \Gamma(j, L_i)p(j|X_j) + \Gamma(j, L_i)p(j|X_j)} \right] = 1.
\]

Moreover, \( \tilde{\zeta}^{(n)} \) solved from (18) can be shown to, equivalently, minimize the function

\[
\kappa(\zeta) = \frac{1}{n} \sum_{i=1}^n \sum_{j=1}^m \Gamma(j, L_i) \log \left( \frac{\pi_j q_j(X_i)}{e^{\zeta_j}} + \Gamma(j, L_i)p(j|X_i) \right) + \sum_{j=1}^m \pi_j \zeta_j,
\]

which is convex and twice differentiable in \( \zeta \). Therefore, \( \tilde{\zeta}^{(n)} \) can be computed effectively by using globally convergent optimization algorithms. This is similar to the fact that the global unstratified or stratified estimator, based on (16) or (17), can be equivalently obtained by convex minimization (Tan et al. 2012).

Equation (18) can also be seen as combining estimating equations over all pairs of neighboring samples by Bennett’s acceptance ratio method or two-sample bridge sampling (Meng and Wong 1996). In fact, if \( m = 2 \), then Equation (18) with \( j = 2 \) yields

\[
\frac{1}{n} \sum_{i=1}^n \left[ \frac{1[L_i = 1jL(1, 2)e^{-\zeta q_2(X_2)}}{\Gamma(1, 2)p_1q_1(X_1) + \Gamma(2, 1)p_2e^{-\zeta q_2(X_2)}} + \frac{1[L_i = 2jL(2, 1)e^{-\zeta q_1(X_1)}}{\Gamma(1, 2)p_1q_1(X_1) + \Gamma(2, 1)p_2e^{-\zeta q_2(X_2)}} \right] = 1.
\]

Equation (19) is somehow more general in allowing \( \Gamma(1, 2) \neq \Gamma(2, 1) \) than the global estimating Equation (16) with \( m = 2 \), that is,

\[
\frac{1}{n} \sum_{i=1}^n \frac{e^{-\zeta q_2(X_2)}}{\pi_1 q_1(X_1) + \pi_2 e^{-\zeta q_2(X_2)}} = 1.
\]

For a general \( m \), Equation (18) is a weighted average with weight \( \Gamma(j, l) \) over \( l \in N(j) \) of equations in the form (19), depending only on the two samples \( S_j \) and \( S_l \). In other words, \( S_j \) is pooled separately with \( S_l \) for \( l \in N(j) \) to obtain a two-sample estimating equation in the form (19). Then, such two-sample equations with \( l \in N(j) \) are linearly combined with weights \( \Gamma(j, l) \) to yield Equation (18), in a dynamic manner determined by Rao–Blackwellization in labeled mixture sampling.

Next, we propose a local stratified estimator for \( \zeta^* \), corresponding to the global stratified estimator solved from (17). Let \( \tilde{\zeta}^{(m)} = (\tilde{\zeta}_2^{(m)}, \ldots, \tilde{\zeta}_m^{(m)})^T \) with \( \tilde{\zeta}_1^{(m)} = 0 \) be a solution to (18) or, equivalently, be a minimizer to \( \kappa(\zeta) \), with \( (\pi_1, \ldots, \pi_m) \) replaced by \( (\tilde{\pi}_1, \ldots, \tilde{\pi}_m) \). The effect of such stratification can be seen as follows. With \( (\pi_1, \pi_2) \) replaced by \( (\tilde{\pi}_1, \tilde{\pi}_2) \), the estimating Equation (19) would remain asymptotically unbiased provided that \( S_1 \) and \( S_2 \) are proper samples from \( (P_1, P_2) \), respectively, even if \( (\tilde{\pi}_1, \tilde{\pi}_2) \) converged to some constants different from \( (\pi_1, \pi_2) \). Therefore, similarly as in global estimation, the validity of \( \tilde{\zeta}^{(m)} \) requires that \( S_j \) is a proper sample from \( P_j \) for \( j = 1, \ldots, m \), but not that \( \{L_i, X_i\}_i \) is independent.

The local method can be recast and used for estimating free energies and expectations, from the perspective of estimating the baseline measure (Kong et al. 2003; Tan et al. 2012). By the stratified version of (18), \( \tilde{\zeta}^{(m)} \) can be equivalently expressed as

\[
\exp(\tilde{\zeta}^{(m)}) = \int q_j(x) \mu_j(x) dx, \quad \text{where} \quad \mu_j \text{ is a discrete measure supported on the locally pooled sample, } S_j \cup (U \in N(j) S_l), \text{ from } P_j \text{ and its neighboring distributions } \{P_l : l \in N(j)\}, \text{ with weights determined by}
\]

\[
\tilde{\mu}_j(X_l) \propto \frac{1}{n} \sum_{l \in N(j)} \Gamma(j, l).}
\]
In contrast with global estimation, the baseline measure $\mu$ is estimated by $\hat{\mu}_{j}$, supported on a different subset of simulated data, depending on which free energy $\zeta_{j}^{*}$ is computed. Nevertheless, integrals of interest can be estimated by substituting $\hat{\mu}_{j}$ for $\mu$ with a suitable choice $j$, similarly as in global estimation. The free energy $\zeta_{0}^{*}$ for an unsampled distribution $P_{0}$ can be estimated by setting $\exp(\zeta_{0}^{(n)}) = \int q_{0}(x) d\hat{\mu}_{0}$, where $\hat{\mu}_{0} = \hat{\mu}_{j_{0}}$ for some $1 \leq j_{0} \leq m$ chosen such that $P_{j_{0}}$ is considered close to $P_{0}$ and its neighboring distributions ($P_{i} : i \in \mathcal{N}(j_{0})$). The expectation $E_{j}(\phi) = \int \phi(x) dP_{j}$ can be estimated by $\int \phi(x) \exp(-\zeta_{j}^{(n)}) q_{j}(x) d\hat{\mu}_{j}$ for $j = 1, \ldots, m$ and $j = 0$.

To highlight the fact that the baseline measure is estimated using locally pooled samples, we refer to the local method as locally weighted histogram analysis (LWHAM), in parallel to globally weighted histogram analysis (Tan et al. 2012). By design, the local method is computationally far less costly than the global method, which can be impractical for a large $m$. The local stratified estimator $\hat{\zeta}^{(n)}$ requires evaluating only $\{1 + s(L_{j})\}$ unnormalized densities $\{q_{j}(x) : j = L_{i}$ or $j \in \mathcal{N}(L_{i})\}$, which are the same as needed by the local update scheme (14). Moreover, statistical efficiency of the local method can be similar to that of the global method, because the accuracy of estimating free energies $\zeta^{*}$ is, to a large extent, affected by the degree of overlaps between the distributions $\{P_{1}, \ldots, P_{m}\}$ (e.g., Meng and Wong 1996), and each distribution $P_{j}$ typically overlaps more with the neighboring distributions $\{P_{i} : i \in \mathcal{N}(j)\}$ than with other distributions. See Tan (2013a, 2013b) for related local methods, where individual samples are grouped into clusters and then global estimators are combined from different clusters in a static manner.

The global and local methods are discussed above for offline estimation when self-adjusted mixture sampling is used. However, these methods are broadly applicable with other sampling algorithms. Similarly as in Geyer (1994) and Tan (2004), the global or local stratified estimator $\hat{\zeta}^{(n)}$ can be shown to be valid under suitable conditions on the supports of $\{P_{1}, \ldots, P_{m}\}$, provided that $S_{j}$ is a proper sample from $P_{j}$, satisfying usual asymptotic properties as in Assumption (A2), for $j = 1, \ldots, m$. For example, the samples from $\{P_{1}, \ldots, P_{m}\}$ can be simulated, with pre-specified sample sizes, by running $m$ Markov chain simulations independently, parallel tempering (Geyer 1991), or resampling MCMC (Tan 2015) including resample-move (Gilks and Berzuini 2001) and equi-energy sampling (Kou et al. 2006).

6. Simulation Studies

6.1 Potts Model: Canonical Ensemble Simulation

The Potts model is important in statistical physics, with various applications. We study canonical ensemble simulation in this section, and generalized ensemble simulation based on partitioning of the state space in Appendix V of the supplementary materials. Consider a 10-state Potts model on a $20 \times 20$ lattice with periodic boundary conditions in the absence of a magnetic field. Each observation $x$ corresponds to a collection of $K = 20^2$ spins $(s_{1}, \ldots, s_{K})$ on the lattice, where $s_{j}$ takes $q = 10$ possible values. At a temperature $T$, the density function of the Potts distribution is $Z^{-\beta} e^{-u(x)/T}$, where $u(x) = -\sum_{i \sim j} 1(s_{i} = s_{j})$, with $i \sim j$ indicating that sites $i$ and $j$ are nearest neighbors, and $Z = \sum_{x} \exp(-u(x)/T)$ is the normalizing constant. Statistically, the Potts distribution belongs to an exponential family, with canonical statistic $-u(x)$ and natural parameter $\theta = T^{-1}$. Let $U = E[u(x)]$ and $C = \text{var}[u(x)]$ under the Potts distribution. For simplicity, the dependency of $Z$, $U$, and $C$ on $\theta$ is suppressed in the notation. Then, $U = -(d/d\theta) \log Z$ and $C = (d^2/d\theta^2) \log Z$ by theory of exponential family. In statistical physics, $Z$ is called the partition function, $U$ is internal energy, and $C/T^2$ is specific heat (Newman and Barkema 1999).

A special case of the Potts model with two states ($q = 2$) is equivalent to the Ising model, where $u(x) = -\sum_{i \sim j} s_{i} s_{j}$ and each $s_{j}$ is either $-1$ or $1$. Like the Ising model, the Potts model on an infinite lattice exhibits a phase transition at the inverse temperature $\theta_{c} = T_{c}^{-1} = \log(1 + \sqrt{q})$, about $1.426$ for $q = 10$. But the critical behavior is richer and more general than that of the Ising model (Wu 1982). For example, the histograms of $u(x)$, known as the energy histograms, are bimodal near the critical temperature $T_{c}$, as shown later in Figure 1. In contrast, the energy histograms are unimodal, centered at different locations for different temperatures under the Ising model (e.g., Newman and Barkema 1999, Figure 8.3).

6.1.1 Simulation Details

For $m = 5$, we take $(P_{1}, \ldots, P_{5})$ as the Potts distributions at inverse temperatures $(T_{1}^{-1}, \ldots, T_{5}^{-1}) = (1.4, 1.4065, 1.413, 1.4195, 1.426)$, evenly spaced between 1.4 and 1.426. The Markov transition kernel $\Psi_{j}$ for $P_{j}$ is defined as a random-scan sweep using the single-spin-flip Metropolis algorithm at temperature $T_{j}$ (Newman and Barkema 1999, Section 4.5.1). Each sweep consists of $K$ iterations, where each iteration involves randomly picking a spin $s_{j}$, choosing a new value from the $q - 1$ remaining values, and then accepting or rejecting the new value by the Metropolis rule.

We compare the following four algorithms, where the neighborhood $\mathcal{N}(j)$ is defined as $\{1 \leq l \leq 5 : l = j - 1$ or $j + 1\}$, of size $1$ or $2$.

- Parallel tempering (Geyer 1991), implemented as in Tan (2015) to ensure that there is a Markov move per iteration and, on average, an exchange attempt per Markov move, similarly as in self-adjusted mixture sampling.
- Self-adjusted local-jump mixture sampling, with two-stage modification (15) of the optimal binary update scheme (9), where $\beta$ is set to 0.8.
- Self-adjusted local-jump mixture sampling, with the gain factor $t^{-1}$ in (9) replaced in two stages by min$(1/m, 10/t^{\beta})$ if $t \leq t_{0}$ or by min$(1/m, 10/(t - t_{0} + t_{0}^{\beta}))$ if $t > t_{0}$, with $\beta = 0.8$. This is comparable to (4) with $y_{j} = t_{0}/\text{max}(t_{0}, i)$ and $t_{0} = 10m$ for the SAMC algorithm (Liang et al. 2007).
Self-adjusted local-jump mixture sampling, with the gain factor $t^{-1}$ in (9) replaced by $1/(mk_t)$, where $k_t$ increases by 1 only when a flat-histogram criterion is met: the observed proportions of labels, $L_j = j$, are all within 20% of the target $1/m$ since the last time the criterion was met (e.g., Atchadé and Liu 2010).

See Tan (2015) for a simulation study in the same setup of Potts distributions, where parallel tempering was found to perform better than several resampling MCMC algorithms, including resample-move and equi-energy sampling.

The initial value $L_0$ is set to 1, corresponding to temperature $T_1$, and $X_0$ is generated by randomly setting each spin. The same $X_0$ is used in parallel tempering for each of the five chains. For parallel tempering, the total number of iterations is set to $4.4 \times 10^5$ per chain, with the first $4 \times 10^4$ iterations as burn-in. For self-adjusted mixture sampling with comparable cost, the total number of iterations is set to $2.2 \times 10^6$, with the first $2 \times 10^5$ treated as burn-in. The data are recorded (or subsampled) every 10 iterations, yielding 5 chains each of length $4.4 \times 10^4$ with the first $4 \times 10^4$ iterations as burn-in for parallel tempering, and a single chain of length $2.2 \times 10^5$ with the first $2 \times 10^4$ iterations as burn-in for self-adjusted mixture sampling.

### 6.1.2 Simulation Results

Figure 1 shows the histograms of $u(x)/K$ at the five temperatures, based on a single run of optimally adjusted mixture sampling with $t_0$ set to $2 \times 10^5$ (the burn-in size before subsampling). There are two modes in these energy histograms. As the temperature decreases from $T_1$ to $T_5$, the mode located at about $-1.7$ grows in its weight, from being a negligible one, to a minor one, and eventually to a major one, so that the spin system moves from the disordered phase to the ordered one.

Figure 2 shows the trace plots of free energy estimates $\xi^{(t)}$ and observed proportions $\hat{\pi}$ for three algorithms of self-adjusted mixture sampling. There are striking differences between these algorithms. For optimally adjusted mixture sampling, the free energy estimates $\xi^{(t)}$ fall quickly toward the truth (as indicated by the final estimates) in the first stage, with large fluctuations due to the gain factor of order $t^{-0.8}$. The estimates stay stable in the second stage, due to the optimal gain factor of order $t^{-1}$. The observed proportions $\hat{\pi}$ also fall quickly toward the target $\pi_j = 20\%$. But there are considerable deviations of $\hat{\pi}$ from $\pi_j$ over time, which reflects the presence of strong autocorrelations in the label sequence $L_t$.

For the second algorithm, the use of a gain factor about 10 times the optimal one forces the observed proportions $\hat{\pi}$ to stay closer to the target ones, but leads to greater fluctuations in the free energy estimates $\xi^{(t)}$ than when the optimal SA scheme is used. For the third algorithm using the flat-histogram adaptive scheme, the observed proportions $\hat{\pi}$ are forced to be even closer to $\pi_j$, and the free energy estimates $\xi^{(t)}$ are associated with even greater fluctuations than when the optimal SA scheme. These nonoptimal algorithms seem to control the observed proportions $\hat{\pi}$ tightly about $\pi_j$, but potentially increase variances for free energy estimates and, as shown below, introduce biases for estimates of expectations.

Figure 3 shows the Monte Carlo means and standard deviations for the estimates of $-U/K$, the internal energy per spin, $C/K$, the specific heat times $T^2$ per spin, and free energies $\xi^*$, based on 100 repeated simulations. Similar results are obtained by parallel tempering and optimally adjusted mixture sampling. But the latter algorithm achieves noticeable variance reduction for the estimates of $-U/K$ and $C/K$ at temperatures $T_4$ and $T_5$. The algorithm using a nonoptimal SA scheme performs much worse than the first two algorithms: not only the estimates of $-U/K$ and $C/K$ are noticeably biased at temperature $T_4$, but also the online estimates of free energies have greater variances at temperatures $T_2$ to $T_5$. The algorithm using the flat-histogram scheme performs even poorly, with serious biases for the estimates of $-U/K$ and $C/K$ and large variances for the online estimates of free energies. These illustrate advantages of using optimally adjusted mixture sampling.

![Figure 2](image-url) Trace plots for self-adjusted mixture sampling with $t_0 = 2 \times 10^5$. The number of iterations is shown after subsampling. A vertical line is placed at the burn-in size.
In Appendix VI, we provide additional results on offline estimates of free energies and expectations and other versions of self-adjusted mixture sampling. For optimal or nonoptimal SA, the single-stage algorithm performs similarly to the corresponding two-stage algorithm, due to the small number \((m = 5)\) of distributions involved. The version with local jump and update scheme (14) or with global jump and update scheme (12) yields similar results to those of the basic version.

### 6.2 Censored Gaussian Random Field

Consider a Gaussian random field measured on a regular 6 grid in \([0, 1]^2\) but right-censored at 0 in Stein (1992). Let \((u_1, \ldots, u_K)\) be the \(K = 36\) locations of the grid, \(\xi = (\xi_1, \ldots, \xi_K)\) be the uncensored data, and \(y = (y_1, \ldots, y_K)\) be the observed data such that \(y_j = \max(\xi_j, 0)\). Assume that \(\xi\) is multivariate Gaussian with \(E(\xi_j) = \beta\) and \(\text{cov}(\xi_j, \xi_{j'}) = c e^{-\|u_j - u_{j'}\|}\) for \(j, j' = 1, \ldots, K\), where \(\|\cdot\|\) is the Euclidean norm. The density function of \(\xi\) is \(p(\xi; \theta) = (2\pi c)^{-K/2} \det^{-1}(\Sigma) \exp\left(-\frac{1}{2} (\xi - \beta)^T \Sigma^{-1} (\xi - \beta)\right)\), where \(\theta = (\beta, \log c)\) and \(\Sigma\) is the correlation matrix of \(\xi\).

The likelihood of the observed data can be decomposed as

\[
L(\theta) = p(\xi_{\text{obs}}; \theta) \times L_{\text{mix}}(\theta) \times L_{\text{mix}}(\theta)
\]

where \(\xi_{\text{obs}}\) or \(\xi_{\text{mix}}\) denotes the observed or censored subvector of \(\xi\). Then, \(L_{\text{mix}}(\theta)\) is the normalizing constant for the unnormalized density function \(p(\xi_{\text{mix}}|\xi_{\text{obs}}; \theta)\) in \(\xi_{\text{mix}}\). For the dataset in Figure 1 of Stein (1992), it is of interest to compute \(L(\theta) : \theta \in \Theta\), where \(\Theta\) is a 21 \(\times\) 21 regular grid in \([-2.5, 2.5] \times [-2, 1]\).

There are 17 censored observations in Stein’s dataset and hence \(L_{\text{mix}}(\theta)\) is a 17-dimensional integral.

#### 6.2.1 Simulation Details

We take \(q_j(x) = p(\xi_{\text{mix}}|\xi_{\text{obs}}; \theta)\) for \(j = 1, \ldots, m(= 441)\), where \(\theta_{j+21 \times (j-1)}\) denotes the grid point \((\theta_1, \theta_{11})\) for \(j_1, j_2 = 1, \ldots, 21\), and \((\theta_{11}, \ldots, \theta_{21})\) are evenly spaced in \([-2.5, 2.5]\) and \((\theta_{11}, \ldots, \theta_{21})\) are evenly spaced in \([-2, 1]\). The transition kernel \(\Psi_j\) is defined as a systematic scan of Gibbs sampling for the target distribution \(P_j\) (Liu 2001). In this example, Gibbs sampling seems to work reasonably well for each \(P_j\).

### 6.2.2 Simulation Results

Figure 4 shows the output from a single run of self-adjusted mixture sampling with \(\beta = 0.8\) and \(t_0\) set to 441 \(\times\) 50 (the burn-in size). There are a number of interesting features. First, the estimates \(\hat{\zeta}^{(t)}\) fall steadily toward the truth, with noticeable fluctuations, during the first stage, and then stay stable and close to the truth in the second stage, similarly as in Figure 2 for the Potts model. Second, the locally weighted offline estimates yield a more smooth contour than the online estimates. In fact, as shown later in Table 1 from repeated simulations, the offline estimates are orders of magnitude more accurate than the online estimates. Third, some of the observed proportions \(\hat{\pi}_j\) differ.
from $\pi_j = 1/441$ by as much as 30%, even at the end of simulation. As discussed in Section 5, offline stratified estimation is robust to possible large deviations of $\hat{\pi}_j$ from $\pi_j$, which might explain why the offline estimates are much more accurate than the online estimates in this example.

Table 1 summarizes the results based on 100 repeated simulations using self-adjusted mixture sampling, and reproduces the corresponding results for related methods in Tan (2013b, Table 1), where samples are simulated separately from $(P_1, \ldots, P_m)$ by Gibbs sampling. Locally weighted estimation is also applied to the latter setting, and essentially the same results are obtained as in Table 1.

By Table 1, the offline locally weighted method yields mean squared errors about 45 times smaller than those of online estimation, with only a 12% increase in computational time. Moreover, there are computational advantages of locally weighted estimation over Chib’s (1995) and Gelman and Meng’s (1998) methods. Chib’s method yields small mean squared errors, but is computationally costly, due to repeated evaluations of the transition kernel, a product of 17 conditional densities. Such evaluations are not needed in path sampling or locally weighted estimation. The performance of path sampling depends on the choice of paths: the averaged-path estimator along $\beta$-first paths is much more accurate than along log $c$-first paths. But it may be difficult, in general, to distinguish between such implementation choices.

In Appendix VI, we present additional results to illustrate the impact of using a nonoptimal SA scheme, with gain factor $t^{-1}$ replaced by $\min(1/m, 10/t)$ in (14), and that of using a single-stage algorithm, with $t_0 = 1$ in (15).

7. Conclusion

We develop not only a sampling method, self-adjusted mixture sampling, for simulation from multiple distributions and online estimation of expectations and normalizing constants, but also an offline method, locally weighted histogram analysis, for estimating expectations and normalizing constants.

Various topics can be further studied, in addition to those mentioned earlier. Labeled mixture sampling can be generalized to handle multiple distributions on state spaces of different dimensions, leading to a reversible jump algorithm (Green 1995). Then, it is possible to incorporate stochastic approximation in reversible jump MCMC for adjusting pseudo priors (e.g., Atchadé and Liu 2010). Moreover, locally weighted histogram analysis can be generalized to transdimensional settings, similarly as bridge sampling for reversible jump MCMC (e.g., Bartolucci et al. 2006).

Supplementary Materials


Computer codes: C codes for simulations on the Potts model in Section 6.1 and Appendix IV and R codes for simulations on the censored Gaussian random field in Section 6.2. Documentation of the codes are also provided. (SAMS-codes.tar.gz, GNU ziped tar file)
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