Abstract. Drawing inferences about treatment effects is of interest in many fields. We consider Robins’s marginal and nested structural models and propose likelihood and regression estimators in the cross-sectional setting. First, we choose to retain a finite subset of all inherent and modelling constraints on the joint distributions of potential outcomes and covariates under a correctly specified propensity score model. We derive a profile likelihood by maximizing the nonparametric likelihood over these joint distributions subject to the retained constraints. The maximum likelihood estimator is asymptotically equivalent to the optimal estimator in the class of estimators that are solutions to linear combinations of estimating equations based on the retained constraints. Second, we derive two regression estimators, named hat and tilde, as first-order approximations to the likelihood estimator under the propensity score model. The tilde regression estimator is intrinsically and weakly locally efficient and doubly robust. By intrinsic efficiency, it is asymptotically guaranteed to gain efficiency over the non-augmented inverse-probability-weighted or G estimator if the propensity score model is correctly specified and over the augmented inverse-probability-weighted or G estimator if the outcome regression model is misspecified but the propensity score model is correctly specified. We illustrate the methods by data analysis for an observational study on right heart catheterization.

Key words and phrases. Causal inference; Double robustness; Estimating equations; Nonparametric likelihood; Profile likelihood; Propensity score; Marginal structural model; Nested structural model.
1 Introduction

Drawing inferences about treatment effects is of interest in economics, epidemiology, and other fields. We adopt the framework of potential outcomes (Neyman 1923; Rubin 1974) and consider marginal and nested structural models of Robins (1999) in the cross-sectional setting. Robins and others proposed augmented inverse-probability-weighted (IPW) and G estimators, depending on a propensity score model and an outcome regression model such that they are weakly locally efficient and doubly robust. See Section 2 for a review and Bang and Robins (2005) and Kang and Schafer (2007) among others for recent works on doubly robust estimation. We develop new estimators in two different but related directions.

First, we propose a nonparametric likelihood method under a correctly specified propensity score model. All previous propensity score methods are based on estimating equations. In fact, the usual likelihood is decomposed into a factor depending only on the parameters of the propensity score model and another only on the structural parameters. Then an estimator obeying the likelihood principle should not depend on the propensity score. Robins and Ritov (1997) showed that such estimators cannot in general be uniformly consistent or attain an algebraic rate of convergence. However, our likelihood method circumvents this critique and yields regular consistent estimators under standard regularity conditions. The key idea is that we retain a finite subset of all available constraints and ignore other constraints on the joint distributions of potential outcomes and covariates. Effectively, we obtain an expanded model and a new likelihood. Our likelihood method is no longer the type of likelihood methods considered by Robins and Ritov (1997).

The resulting maximum likelihood estimator is intrinsically efficient in the sense that it is asymptotically equivalent to the optimal estimator in the class of estimators that are solutions to linear combinations of estimating equations based on the retained constraints. Moreover, the profile likelihood has asymptotic properties that are prototypical for profile likelihoods in parametric models and also in a number of semiparametric models. See Murphy and van der Vaart (2000) and its discussions.

Second, we derive two regression estimators, named hat and tilde, as first-order approximations to the likelihood estimator under a correctly specified propensity score model. The likelihood estimator and the two regression estimators are intrinsically and weakly locally efficient. However, the tilde regression estimator is constructed to always be doubly robust,
whereas the likelihood estimator and the hat regression estimator are not so (see Section 3.6 for a special case). Therefore, the tilde regression estimator has three desirable asymptotic properties (i.e., intrinsic and weakly local efficiency and double robustness). By intrinsic efficiency, the tilde regression estimator is asymptotically guaranteed to gain efficiency over the non-augmented IPW or G estimator if the propensity score model is correct and over the augmented IPW (AIPW) or augmented G (AG) estimator if the outcome regression model is misspecified but the propensity score model is correct.

The rest of this article is organized as follows. Section 2 reviews marginal and nested structural models and existing estimators. Section 3 develops the likelihood and regression estimators and related asymptotic results. Section 4 presents a simulation study. Section 5 provides data analysis for an observational study on right heart catheterization. All proofs are collected in the Appendix in the Supplementary Material.

2 Review

For a population, let $T$ be a treatment variable, $Y$ an outcome variable, and $X$ a vector covariates. Suppose that $T$ takes values in $\mathcal{T} = \{0, 1, \ldots, J - 1\}$ with $J \geq 2$, where the value “0” denotes the null treatment (or placebo). For $t \in \mathcal{T}$, let $Y_t$ be the potential outcome that would be observed under treatment $t$. The average causal effect of treatment $t$ is $\Delta_t = E(Y_t) - E(Y_0)$. Throughout, we make the consistency assumption that $Y = Y_T$ and the assumption of no unmeasured confounding that for each $t \in \mathcal{T}$, $Y_t$ and $1\{T = t\}$ are conditionally independent given $X$, i.e., $P(Y_t|T = t, X) = P(Y_t|X)$.

Suppose that an independent and identically distributed (iid) sample of $n$ units is selected. The observed data $(T_i, Y_i, X_i)$, $i = 1, \ldots, n$, are iid from the joint distribution of $(T, Y, X)$. There are two dimension-reduction approaches for consistent estimation of the average causal effect $\Delta_t$. First, the outcome regression approach is based on modelling the conditional distribution $P(Y|T = t, X)$ or the conditional mean $\mu(t, X) = E(Y|T = t, X)$.

Consider a regression model

$$
E(Y|T = t, X) = \mu(t, X; \alpha) = \Psi[g_0(X; \alpha_0) + g_1(t, X; \alpha_1)],
$$

where $\Psi$ is a link function, $g_0(X; \alpha_0)$ and $g_1(t, X; \alpha_1)$ are known functions such that $g_1(0, X; \alpha_1) = 0$, and $\alpha = (\alpha_0^\top, \alpha_1^\top)^\top$ is a vector of parameters. If outcomes are sub-
ject to censoring as in the example in Section 5, then a model more restrictive than (1) is typically needed to achieve identification of \( \alpha \). Consider a regression model with iid disturbances

\[
Y = \mu(T, X; \alpha) + \varepsilon = g_0(X; \alpha_0) + g_1(T, X; \alpha_1) + \varepsilon,
\]

where \( \varepsilon \) has mean 0 and is independent of \((T, X)\). Model (2) is often called an accelerated failure time (AFT) model with \( Y \) the log of survival time. Write \( \hat{\mu}(t, X) = \mu(t, X; \hat{\alpha}) \), where \( \hat{\alpha} \) is the least-squares estimator \( \hat{\alpha}_{ls} \) in model (1) or the Buckley-James (1979) estimator \( \hat{\alpha}_{BJ} \) in model (2) in the presence of right-censoring. If model (1) or (2) is correctly specified, then \( \Delta_t \) can be estimated at rate \( n^{-1/2} \) by \( \tilde{E}[\hat{\mu}(t, X)] - \tilde{E}[\hat{\mu}(0, X)] \), where \( \tilde{E}(\cdot) \) denotes sample average. Second, the propensity score approach is based on modelling the propensity score \( \pi(t, X) = P(T = t|X) \) (Rosenbaum and Rubin 1983). Consider a regression model

\[
P(T = t|X) = \pi(t, X; \gamma),
\]

where \( \pi(t, X; \gamma) \) is a known function, and \( \gamma \) is a vector of parameters. Write \( \hat{\pi}(t, X) = \pi(t, X; \hat{\gamma}) \), where \( \hat{\gamma} \) is the maximum likelihood estimator (MLE) of \( \gamma \). If model (3) is correctly specified, then \( \Delta_t \) can be estimated at rate \( n^{-1/2} \) by \( \tilde{E}[1\{T = t\}Y/\hat{\pi}(t, X)] - \tilde{E}[1\{T = 0\}Y/\hat{\pi}(0, X)] \). See Tan (2006) for other estimators of \( \Delta_t \).

To estimate average causal effects over subpopulations classified by a subvector of \( X \), Robins and others proposed marginal and nested structural models and developed appropriate estimators in cross-sectional and longitudinal studies. We review these models and estimators in the cross-sectional setting.

### 2.1 Marginal and nested structural models

Let \( V \) be a subvector of \( X \). A marginal structural model imposes restrictions on the (marginal) distribution of \( Y_t \) in subpopulations classified by \( V \), and hence is a regression model of \( Y_t \) against \( V \). For example, a marginal structural mean model is

\[
E(Y_t|V) = \nu(t, V; \theta) = \Psi[c_0(V; \theta_0) + c_1(t, V; \theta_1)],
\]

where \( \Psi \) is a link function, \( c_0(V; \theta_0) \) and \( c_1(t, V; \theta_1) \) are known functions such that \( c_1(0, V; \theta_1) = 0 \), and \( \theta = (\theta_0^T, \theta_1^T)^T \) is a vector of parameters. A marginal structural distribution model
with the identity link (or marginal structural AFT model) is \( Y_t = c_0(V; \theta_0) + c_1(t, V; \theta_1) + \delta_t \), where \( \delta_t \ (t \in T) \) are identically distributed with mean 0 and independently of \( V \).

A nested structural model parameterizes a link between the distribution of \( Y_t \) and that of \( Y_0 \), but otherwise placing no restriction on either distribution, in subpopulations classified by \( V \). For example, an additive nested structural mean model is

\[
E(Y_t|V) = E(Y_0|V) + c_1(t, V; \theta_1),
\]

and a multiplicative nested structural mean model is

\[
E(Y_t|V) = E(Y_0|V) \exp[c_1(t, V; \theta_1)],
\]

where \( c_1(t, V; \theta_1) \) is a known function such that \( c_1(0, V; \theta_1) = 0 \), indicating additive or multiplicative causal effects, and \( \theta_1 \) is a vector of parameters. Model (5) or (6) can be equivalently expressed as \( E(Y_t|V) = \Psi[\theta_0(V) + c_1(t, V; \theta_1)] \), where \( \Psi \) is the identity or exponential link, and \( \theta_0(V) \) is an unknown function. An additive nested structural distribution model (or nested structural AFT model) is

\[
P(Y_t|V) = P(Y_0 + c_1(t, V; \theta_1)|V).
\]

That is, \( Y_t \) has the same distribution as \( Y_0 \) shifted by \( c_1(t, V; \theta_1) \) given \( V \). No restrictions other than (7) are imposed on the conditional distributions of \( Y_t, \ t \in T \).

### 2.2 Inverse weighting and G estimation

To estimate the parameters of structural models, a fundamental difficulty is that the full data \([Y_t]_{t \in T}, X]\) are not completely observed, but \( T \) as a coarsening variable and \((Y, X)\) as coarsened data are observed. The methods of inverse weighting and G estimation address this difficulty by providing mappings from estimating functions based on the full data to estimating functions based on the observed data.

Let \( \vartheta \) be a \( d \times 1 \) vector of parameters in a structural model, such as \( \theta \) in the marginal structural mean model (4) or \( \theta_1 \) in the nested structural mean model (5) or (6). Assume that a vector of unbiased full-data estimating functions is available in the form

\[
\tau_{\text{full}}(\vartheta) = \sum_{t \in T} \eta(t, Y_t, X; \vartheta),
\]
where $\eta(t, Y_t, X; \vartheta)$ is a $d \times 1$ vector of functions such that $\sum_{t \in T} E[\eta(t, Y_t, X; \vartheta)] = 0$. See three examples of $\eta$ presented later in this section. Given a propensity score model (3), the vector of observed-data estimating functions initially mapped from $\tau_{\text{init}}(\vartheta)$ by inverse weighting is

$$\hat{\tau}_{\text{init}}(\vartheta) = \frac{\eta(T, Y, X; \vartheta)}{\hat{\pi}(T, X)},$$

and the initial, non-augmented estimator $\hat{\vartheta}_{\text{init}}$ is a solution to $\hat{E}[\hat{\tau}_{\text{init}}(\vartheta)] = 0$, where $\hat{\pi}(t, X) = \pi(t, X; \hat{\gamma})$ defined below display (3). Propensity score weighting can be augmented by outcome regression to enhance efficiency and robustness. Assume that a parametric or semiparametric model is specified for $P(Y|T = t, X)$ such as model (1) or (2). The vector of augmented observed-data estimating functions is

$$\hat{\tau}_{\text{aug}}(\vartheta) = \hat{\tau}_{\text{init}}(\vartheta) - \left\{ \hat{E}(\eta|T = t, X) \left( \frac{1}{\hat{\pi}(T, X)} \right) - \sum_{t \in T} \hat{E}(\eta|T = t, X) \right\},$$

and the augmented estimator $\hat{\vartheta}_{\text{aug}}$ is a solution to $\hat{E}[\hat{\tau}_{\text{aug}}(\vartheta)] = 0$, where $\hat{E}(\eta|T = t, X)$ is an estimator of $E(\eta|T = t, X)$ based on the outcome regression model. A general guideline for obtaining $\hat{E}(\eta|T = t, X)$ is to express $E(\eta|T = t, X)$ as a function of the parameters of the outcome regression model and then substitute consistent estimators for those parameters.

For the structural mean models (4)–(6), $\eta$ is linear in $Y_t$. Model (1) can be used with $\alpha$ estimated by $\hat{\alpha}_{\text{LS}}$. For the nested structural AFT model (7) and right-censored outcomes, $\eta$ is not linear in $Y_t$. Model (2) can be used with $\alpha$ estimated by $\hat{\alpha}_{\text{BJ}}$ and the distribution of $\varepsilon$ estimated by the Kaplan-Meier (1958) estimator based on the residuals.

Under regularity conditions (Robins 1999), $\hat{\vartheta}_{\text{aug}}$ is consistent and asymptotically normal if the propensity score model (3) is correctly specified. The estimator $\hat{\vartheta}_{\text{aug}}$ is weakly locally efficient in the following sense. If both the propensity score model and the outcome regression model are correctly specified, then it achieves the minimum asymptotic variance in the class of estimators of $\vartheta$ that are solutions to estimating equations of the form

$$\hat{E}[\hat{\tau}_{\text{init}}(\vartheta) - \left\{ q(T, X) \left( \frac{1}{\hat{\pi}(T, X)} \right) - \sum_{t \in T} q(t, X) \right\}] = 0,$$

where $q(t, X)$ is a $d \times 1$ vector of functions but $\eta(t, Y_t, X; \vartheta)$ is fixed. This property is weaker than that of local efficiency, which says that if the two models are correctly specified, then an estimator achieves the semiparametric variance bound or, equivalently here, the minimum asymptotic variance based on estimating equations (8) over all possible $\eta(t, Y_t, X; \vartheta)$ and
The following examples will be used in Sections 4 and 5. For the marginal structural mean model (4),

\[ \eta(t, Y_t; X; \theta) = \phi(t, V; \theta)(Y_t - \nu(t, V; \theta)) \]

where \( \phi(t, V; \theta) \) is a \( \dim(\theta) \times 1 \) vector of functions. The initial and augmented estimators of \( \theta \) are called IPW and AIPW estimators respectively. Let \( \pi(t, V) = P(T = t|V) \). A computationally convenient, but not fully efficient, choice of \( \phi \) is \( \phi_{\text{conv}}(t, V; \theta) = \hat{\pi}(t, V) \partial \nu(t, V; \theta)/\partial \theta \), where \( \hat{\pi}(t, V) \) is an estimator of \( \pi(t, V) \) based on a possibly misspecified model for \( \pi(t, V) \). The asymptotic distribution of \( \hat{\theta}_{\text{ini}} \) or \( \hat{\theta}_{\text{aug}} \) is not affected by the fact that \( \hat{\pi}(t, V) \) is estimated (Robins 1999, Section 4.3).

(ii) For the additive nested mean structural model (5),

\[ \eta(t, Y_t; X; \theta) = \varphi(t, V; \theta_1)(Y_t - c_1(t, V; \theta_1)) \]

where \( \varphi(t, V; \theta_1) \) is a \( \dim(\theta_1) \times 1 \) vector of functions such that \( \sum_{t \in T} \varphi(t, V; \theta_1) = 0 \). Similarly, for the multiplicative nested mean structural model (6), \( \eta(t, Y_t; X; \theta) = \varphi(t, V; \theta_1)(Y_t/\exp[c_1(t, V; \theta_1)]) \). The initial and augmented estimators of \( \theta_1 \) are called G and AG estimators respectively. For model (5), a computationally convenient, but not fully efficient, choice of \( \varphi \) is \( \varphi_{\text{conv}}(t, V; \theta_1) = \hat{\varphi}(t, V) \left[ \partial c_1(t, V; \theta_1)/\partial \theta_1 - \sum_{j \in T} \hat{\varphi}(j, V) \partial c_1(j, V; \theta_1)/\partial \theta_1 \right] \) (Robins 1999). (10)

(iii) For the nested structural AFT model (7),

\[ \eta(t, Y_t; X; \theta) = \varphi(t, V; \theta_1) \kappa(Y_t - c_1(t, V; \theta_1), V; \theta_1) \]

where \( \kappa(Y_0, V; \theta_1) \) is a scalar function, and \( \varphi(t, V; \theta_1) \) is a \( \dim(\theta_1) \times 1 \) vector of functions such that \( \sum_{t \in T} \varphi(t, V; \theta_1) = 0 \). Suppose that \( Y \) is censored by a known constant \( C \) as in the case where survival time is censored at the administrative end of follow-up. Then \( \kappa \) should be chosen such that \( \kappa(Y_t - c_1(t, V; \theta_1), V; \theta_1) \) depends on \( Y_t \) only through \( Y_t \cap C \). Two examples of such functions are

\[ \kappa(Y_0, V; \theta_1) = Y_0 \land (C - \max_{t \in T} c_1(t, V; \theta_1)), \quad (9) \]

or

\[ 1\{Y_0 \leq C - \max_{t \in T} c_1(t, V; \theta_1)\}. \quad (10) \]
An uncensored value of $Y_t - c_1(t, V; \theta_1)$ may become censored after the transformation by $\kappa$. This technique is called artificial censoring by Robins (1989) and others.

3 Nonparametric likelihood and estimating equations

In the absence of a structural model and in the case of binary treatments, Tan (2006) developed a nonparametric likelihood method for estimating the distributions of $(Y_t, X)$, and derived a regression estimator of $E(Y_t)$ that is locally efficient, doubly robust, and asymptotically at least as efficient as all previously proposed estimators under a correctly specified propensity score model. We extend the likelihood and regression estimators to structural models with discrete treatments (binary or non-binary).

Let $\gamma^*$ be the value of $\gamma$ minimizing the Kullback-Leibler distance between $\pi(\cdot; \gamma)$ and the true propensity score $\pi$. Model (3) is correct if and only if $\pi^* = \pi(\cdot; \gamma^*)$ and $\pi$ are identical. Let $s(\cdot; \gamma) = [\partial \pi(T, X; \gamma)/\partial \gamma]/\pi(T, X; \gamma)$ and $s^* = s(\cdot; \gamma^*)$. Let $\Gamma = -E(\partial s/\partial \gamma) |_{\gamma = \gamma^*}$. Under regularity conditions including the nonsingularity of $\Gamma$ (White 1982), the MLE $\hat{\gamma}$ converges to $\gamma^*$ in probability and has the expansion

$$\hat{\gamma} - \gamma^* \simeq \Gamma^{-1} \tilde{E}(s^*).$$

Throughout, $\simeq$ denotes equality up to order $o_p(n^{-1/2})$.

3.1 Profile likelihood and the likelihood estimator

Throughout Sections 3.1–3.2, assume that the propensity score model (3) is correctly specified. The nonparametric likelihood (Keifer and Wolfowitz 1956) is

$$L_1 \times L_2 = \prod_{i=1}^{n} \pi(T_i, X_i; \gamma) \times \prod_{i=1}^{n} G_{T_i}(\{Y_i, X_i\}),$$

where $G_t$ is the joint distribution of $(Y_t, X)$, $t \in T$, and hence a probability measure. The likelihood is a product of two factors, $L_1$ involving $\gamma$ only and $L_2$ involving $G_t$, $t \in T$, only. Each distribution $G_t$ can be factorized as the marginal distribution $P(X)$ times the conditional distribution $P(Y_t|X)$, but such a factorization is avoided here. This likelihood formulation allows us to clarify all available constraints under a structural model, which deals with $P(Y_t|V)$ rather than $P(Y_t|X)$. 
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The distributions \( G_t, t \in T \), satisfy two different types of constraints. First, by definition, the distributions \( G_t, t \in T \), induce the same marginal distribution of \( X \) and hence satisfy the “inherent constraint”

\[
\sum_{t \in T} \int h(t, x) \, dG_t(y_t, x) = 0
\]

(11)

for each bounded function \( h(t, X) \) such that \( \sum_{t \in T} h(t, X) = 0 \). Such constraints always hold regardless of any structural model. Second, under a structural model, the distributions \( G_t, t \in T \), are further constrained by full-data estimating equations as discussed in Section 2.2 and satisfy the “modelling constraint”

\[
\sum_{t \in T} \int \eta(t, y_t, x; \vartheta) \, dG_t(y_t, x) = 0
\]

(12)

for each function \( \eta(t, Y_t, X; \vartheta) \) such that \( \sum_{t \in T} E[\eta(t, Y_t, X; \vartheta)] = 0 \). Such constraints arise from modelling assumptions in a specific structural model.

The key to our likelihood method is that we choose to retain a finite subset of all constraints (11) and (12) and ignore the remaining constraints. On one hand, it is standard to retain only finitely many modelling constraints (12), as in the estimation of conditional mean models with fully observed data by the approaches of estimating functions (McCullagh and Nelder 1989) and empirical likelihood (Owen 2001). On the other hand, it is unconventional to retain only finitely many inherent constraints (11). Effectively, we obtain an expanded model and a new likelihood (see Section 3.4). The idea of ignoring inherent constraints is related to the formulation of Kong, McCullagh, Meng, Nicolae, and Tan (2003) for Monte Carlo integration. The key to that formulation is to ignore part of all available information about the baseline measure.

Let \( \eta(t, Y_t, X; \vartheta) \) be a \( p \times 1 \), \( p \geq d \), vector of functions, to be used in constraints (12), such that \( \sum_{t \in T} \eta(t, Y_t, X; \vartheta) \) is a vector of full-data unbiased estimating functions. We refer to the case where \( p = d \) as just-determined and where \( p > d \) as over-determined (e.g., Owen 2001). Let \( h = (h^{(0)}^\top, h^{(1)}^\top, h^{(2)}^\top)^\top \) where

\[
\begin{align*}
h^{(0)}(t, X; \gamma) &= \left[ 1\{t = j\} - \pi(t, X; \gamma) \right]_{j \in T} \text{ satisfies } \sum_{t \in T} h^{(0)}(t, X; \gamma) \equiv 0, \\
h^{(1)}(t, X; \gamma) &= \text{a vector of functions such that } \sum_{t \in T} h^{(1)}(t, X; \gamma) \equiv 0, \\
h^{(2)}(t, X; \gamma) &= \partial \pi(t, X; \gamma) / \partial \gamma \text{ satisfies } \sum_{t \in T} h^{(2)}(t, X; \gamma) \equiv 0.
\end{align*}
\]

The vector \( h^{(0)}(t, X; \gamma) \) consists of \( J \) functions \( 1\{t = 0\} - \pi(t, X; \gamma), \ldots, 1\{t = J - 1\} - \pi(t, X; \gamma) \). Two choices of \( h^{(1)}(t, X; \gamma) \) are suggested in Section 3.3 by taking \( h^{(1)}(t, X; \gamma) \)


as (17) and (18) in equation (14). The functions in \( \hat{h}(t, X) = h(t, X; \hat{\gamma}) \) are to be used as \( h(t, X) \) in constraints (11). We use a hat above a function of \( \gamma \) and other variables to indicate that the function is evaluated at \( \hat{\gamma} \), and use a star to indicate that the function is evaluated at \( \gamma^* \). For example, \( \partial \hat{\pi}/\partial \gamma = \partial \pi/\partial \gamma|_{\gamma=\hat{\gamma}} \) and \( \partial \pi^*/\partial \gamma = \partial \pi/\partial \gamma|_{\gamma=\gamma^*} \).

Our likelihood method consists of two steps. First, maximize \( L_1 \), that is, fit the propensity score model by maximum likelihood. Second, compute the likelihood estimator \( \hat{\vartheta}_{\text{lik}} \) as a maximizer of \( pl_n(\vartheta) \), and the profile likelihood as

\[
pl_n(\vartheta) = \max_{G_t, t \in T} L_2
\]

subject to the constraints that \( \int dG_t(y_t, x) = 1, t \in T \), and

\[
(C0) \quad \sum_{t \in T} \int \hat{\pi}(t, x) \, dG_t(y_t, x) = 1,
\]

\[
(C1) \quad \sum_{t \in T} \int \hat{h}^{(1)}(t, x) \, dG_t(y_t, x) = 0,
\]

\[
(C2) \quad \sum_{t \in T} \int \frac{\partial \hat{\pi}}{\partial \gamma}(t, x) \, dG_t(y_t, x) = 0,
\]

\[
(C3) \quad \sum_{t \in T} \int \eta(t, y_t, x; \vartheta) \, dG_t(y_t, x) = 0.
\]

See Section 3.4 for a discussion on roles of inherent constraints C0–C2. Constraint C0 is equivalent to \( \sum_{t \in T} \int \hat{h}^{(0)}(t, x) \, dG_t(y_t, x) = 0 \) given \( \int dG_t(y_t, x) = 1 \). In addition, we require in the maximization of \( L_2 \) that \( G_t \) be a probability measure supported on \( \{(Y_i, X_i): T_i = t\} \), \( t \in T \). Theorem 1 provides a formula for computing \( pl_n(\vartheta) \), and shows that maximizing \( L_2 \) with high-dimensional unknowns \((G_t)_{t \in T}\) can be solved through maximizing a certain function \( \ell_n \) with low-dimensional unknowns \((\lambda, \vartheta)\).

\textbf{Theorem 1.} Assume that the row vectors in the matrix \([\hat{h}(T_1, X_1), ..., \hat{h}(T_n, X_n)]\) and in the matrix \([\eta(T_1, Y_1, X_1; \vartheta), ..., \eta(T_n, Y_n, X_n; \vartheta)]\) are linearly independent. Consider the following function

\[
\ell_n(\lambda, \vartheta; \vartheta) = \hat{E} \left[ \log \left( \hat{\pi}(T, X) + \lambda^\top \hat{h}(T, X) + \vartheta^\top \eta(T, Y, X; \vartheta) \right) \right],
\]

where log of 0 or a negative number is \(-\infty\). For fixed \( \vartheta \), if \( \ell_n \) achieves a maximum at \( \hat{\lambda} = \hat{\lambda}(\vartheta) \) and \( \hat{\vartheta} = \hat{\vartheta}(\vartheta) \), then \( L_2 \) achieves the constrained maximum at

\[
\hat{G}_t(\{Y_i, X_i\}; \vartheta) = \frac{1}{n^{-1}} \frac{\hat{\pi}(t, X_i) + \lambda^\top \hat{h}(t, X_i) + \vartheta^\top \eta(t, Y_i, X_i; \vartheta)}{\hat{\pi}(t, X_i) + \lambda^\top \hat{h}(t, X_i) + \vartheta^\top \eta(t, Y_i, X_i; \vartheta)} \quad \text{if} \ T_i = t.
\]
In the just-determined case $p = d$, $\hat{\vartheta}_{\text{lik}}$ can be computed by solving

$$\sum_{t \in T} \int \eta(t, y_t, x; \vartheta) \, d\hat{G}_t(y_t, x) = 0,$$

where $\hat{G}_t$, $t \in T$, are jointly a maximizer of $L_2$ subject to inherent constraints C0–C2, without modelling constraint C3, as in Tan (2006). Therefore, our likelihood method recovers the full-data distributions $G_t$, $t \in T$, from observed data by using the propensity score model alone, and then derives estimating equations from the full-data estimating functions $\sum_{t \in T} \eta(t, Y_t, X ; \vartheta)$ and the estimated distributions $\hat{G}_t$, $t \in T$.

The following theorem and corollary summarize the asymptotic properties of the profile likelihood and the likelihood estimator. The results extend similar results on the empirical likelihood estimation of conditional mean models in the absence of missing data (Owen 2001; Qin and Lawless 1994), and agree with a general theory of profile likelihood for semiparametric models (Murphy and van der Vaart 2000).

**Theorem 2.** Let

$$\tau_{\text{init}}(\vartheta) = \frac{\eta(T, Y, X ; \vartheta)}{\pi(T, X; \gamma)}, \quad \xi = \frac{h(T, X ; \gamma)}{\pi(T, X; \gamma)}.$$

Assume that the regularity conditions in the Appendix hold. If the propensity score model (3) is correctly specified, then the following results hold.

(i) $\hat{\vartheta}_{\text{lik}}$ converges to the true value $\vartheta_0$ in probability and has the expansion

$$\hat{\vartheta}_{\text{lik}} - \vartheta_0 \simeq -V^{-1} E^\top \left(\frac{\partial \tau_{\text{init}}^*(\vartheta_0)}{\partial \vartheta} - \beta^\top(\vartheta)\xi^*\right) \sum_{i=0}^1 \left[\tau_{\text{reg}}^*(\vartheta_0)\right] E\left[\tau_{\text{init}}^*(\vartheta_0)\right],$$

where $\tau_{\text{reg}}^*(\vartheta) = \tau_{\text{init}}^*(\vartheta) - \beta^\top(\vartheta)\xi^*$ with $\beta(\vartheta) = E^{-1}(\xi^*\xi^\top)E[\xi^*\tau_{\text{init}}^*(\vartheta)]$, and

$$V = E^\top \left(\frac{\partial \tau_{\text{init}}^*(\vartheta_0)}{\partial \vartheta} - (b(0)^\top, b(1)^\top)(\hat{\xi}^{(0)}\hat{\xi}^{(1)}\hat{\xi})\right);$$

(ii) $-n^{-1} \partial^2 \log \pi_n(\vartheta) / \partial \vartheta^2 |_{\vartheta = \hat{\vartheta}_{\text{lik}}}$ is a consistent estimator of $V$;

(iii) $-2 \log[\pi_n(\vartheta_0)/\pi_n(\hat{\vartheta}_{\text{lik}})]$ is asymptotically chi-squared with $d$ degrees of freedom.

**Corollary 1.** The likelihood estimator $\hat{\vartheta}_{\text{lik}}$ is asymptotically equivalent, up to the first order, to the optimal estimator in the class of estimators of $\vartheta$ that are solutions to $d$ estimating equations of the form

$$0 = a^\top E[\hat{\tau}_{\text{init}}(\vartheta) - b^\top \hat{\xi}] + a^\top E[\hat{\tau}_{\text{init}}(\vartheta) - (b^{(0)^\top}, b^{(1)^\top})(\hat{\xi}^{(0)}\hat{\xi}^{(1)})\hat{\xi}],$$

where $\hat{\xi}$ is the $d$-dimensional vector of estimated propensity scores.
where $a$ is a $p \times d$ matrix and $b$ is a $\dim(h) \times p$ matrix. Recall that $\hat{\tau}_{\text{init}}(\vartheta) = \hat{\eta}/\hat{\pi}$ and $\hat{\xi} = \hat{h}/\hat{\pi}$ are defined by evaluating $\tau_{\text{init}}(\vartheta)$ and $\xi$ at $\hat{\gamma}$. The vector $\hat{\xi} = (\hat{\xi}^{(0)}\top, \hat{\xi}^{(1)}\top, \hat{\xi}^{(2)}\top)\top$ and the matrix $b = (b^{(0)}\top, b^{(1)}\top, b^{(2)}\top)\top$ are partitioned according to $h = (h^{(0)}\top, h^{(1)}\top, h^{(2)}\top)\top$. Simplification of (13) holds because $\hat{\xi}^{(2)} = \hat{s} = \hat{h}^{(2)}/\hat{\pi}$ and hence $\tilde{E}(\hat{\xi}^{(2)}) = \tilde{E}(\hat{s}) = 0$.

By Corollary 1, $\hat{\vartheta}_{\text{lik}}$ is asymptotically equivalent to the optimal estimator based on estimating functions $\hat{\tau}_{\text{init}}(\vartheta)$ and $\hat{\xi}$, which are mapped by inverse weighting from respectively the retained constraints (11) and (12) associated with $\hat{\eta}$ and $\hat{h}$. Therefore, $\hat{\vartheta}_{\text{lik}}$ asymptotically attains the best possible efficiency by using and only using the retained constraints. We call $\hat{\vartheta}_{\text{lik}}$ intrinsically efficient for fixed $\hat{\eta}$ and $\hat{h}$ or simply intrinsically efficient.

An optimal member in the class of estimating equations (13) can be identified with $b = \beta$ and $a = \text{var}^{-1}(\tau^{*}\text{reg}) E[\partial \tau^{*}_{\text{reg}}/\partial \vartheta]$. There are two steps in which the optimality is realized. First, $\hat{\tau}_{\text{init}}(\vartheta)$ are optimally augmented by using $\hat{\xi}$. In fact, $\tilde{E}[\hat{\tau}_{\text{init}}(\vartheta) - \beta\top \hat{\xi}]$ is asymptotically equivalent to $\tilde{E}[\tau^{*}_{\text{reg}}(\vartheta) - \beta\top \xi^{*}]$ and achieves the minimum asymptotic variance among $\tilde{E}[\hat{\tau}_{\text{init}}(\vartheta) - b\top \hat{\xi}]$ for arbitrary $b$. See the proof of Theorem 2(i). Particularly, $\tilde{E}[\hat{\tau}_{\text{init}}(\vartheta) - \beta\top \hat{\xi}]$ always has asymptotic variance no greater than $\tilde{E}[\hat{\tau}_{\text{init}}(\vartheta)]$. We refer to $\hat{\xi}$ as control variates in that they have mean 0 asymptotically and are used for variance reduction, as in the method of control variates for Monte Carlo integration (Hammersley and Handscomb 1964). Second, $\hat{\tau}_{\text{init}}(\vartheta) - \beta\top \hat{\xi}$ are optimally combined into $d$ estimating functions. In fact, $(nV)^{-1}$ is precisely the minimum asymptotic variance for the class of estimators that are solutions to (13) with $b = \beta$ (Hansen 1982; McCullagh and Nelder 1989). The second step is relevant only in the over-determined case $p > d$.

Qin and Lawless (1994) developed empirical likelihood estimation under the assumption that observed-data estimating functions are available. In contrast, our likelihood method assumes that full-data estimating functions are available. Nevertheless, there is an interesting derivation of $\hat{\vartheta}_{\text{lik}}$ by using empirical likelihood. A prerequisite for this derivation is to recognize $\hat{\tau}_{\text{init}}(\vartheta)$ and $\hat{\xi}$ as asymptotically unbiased estimating functions based on the observed data $(T, Y, X)$, although our nonparametric likelihood derivation relies on characterizing constraints (11) and (12) based on the full data $\{Y_t\}_{t \in T}, X$. Conceptually, the relationship between the two derivations is parallel to that between observed-data estimating functions $\hat{\tau}_{\text{init}}(\vartheta)$ and $\hat{\xi}$ and full-data constraints (11) and (12) associated with $\hat{\eta}$ and $\hat{h}$. To our knowledge, the estimator $\hat{\vartheta}_{\text{lik}}$ and both of the derivations are new. See Qin
and Zhang (2007) for a different application of empirical likelihood for estimation of \( E(Y_t) \) and potentially also for estimation of \( \vartheta \) in the present setting. Their estimator of \( E(Y_t) \) is locally efficient and doubly robust, but is not intrinsically efficient even if \( \pi(t, x) \) is known and substituted for \( \hat{\pi}(t, x) \). The resulting profile likelihood does not possess asymptotic properties such as Theorem 2 (ii)–(iii).

The empirical likelihood of \( (T_i, Y_i, X_i), \ i = 1, ..., n \), is

\[
L = \prod_{i=1}^{n} P(\{T_i, Y_i, X_i\}),
\]

where \( P \) is the joint distribution of \( (T, Y, X) \). For fixed \( \vartheta \), the profile empirical likelihood is \( \max_P L \), where \( P \) is a discrete distribution supported on \( \{(T_i, Y_i, X_i) : i = 1, ..., n\} \) and satisfies the constraints \( \int \hat{\xi}(t, x) dP(t, y, x) = 0 \) and \( \int \hat{\tau}_{\text{init}}(t, y_t, x; \vartheta) dP(t, y, x) = 0 \). Given \( \int dP(t, y, x) = 1 \), these constraints can be written in a form similar to C0–C3:

\[
\begin{align*}
\int \frac{1\{t = j\}}{\hat{\pi}(t, x)} dP(t, y, x) &= 1, \quad j \in \mathcal{T}, \\
\int \hat{h}^{(i)}(t, x) \frac{1}{\hat{\pi}(t, x)} dP(t, y, x) &= 0, \\
\int \frac{\partial h}{\partial \gamma}(t, x) \frac{1}{\hat{\pi}(t, x)} dP(t, y, x) &= 0, \\
\int \frac{\eta(t, y_t, x; \vartheta)}{\hat{\pi}(t, x)} dP(t, y, x) &= 0.
\end{align*}
\]

By standard calculations, \( L \) is maximized subject to the above constraints at

\[
\hat{P}(\{T_i, Y_i, X_i\}; \vartheta) = \frac{n^{-1}}{1 + \hat{\lambda}^T \frac{h(T_i, X_i)}{\hat{\pi}(T_i, X_i)} + \hat{\varrho}^T \frac{\eta(T_i, Y_i, X_i; \vartheta)}{\hat{\pi}(T_i, X_i)}},
\]

where \((\hat{\lambda}, \hat{\varrho})\) is a maximizer of \( \ell_n \) as described in Theorem 1. Therefore, the profile empirical likelihood function of \( \vartheta \) is proportional to \( pl_n(\vartheta) \), and the empirical likelihood estimator is identical to \( \hat{\vartheta}_{\text{in}} \) as a maximizer of \( pl_n(\vartheta) \). Theorem 2 and Corollary 1 can also be shown by applying asymptotic theory for empirical likelihood in Qin and Lawless (1994), although additional work is required to accommodate the variation of \( \hat{\gamma} \).

The generalized method of moments (GMM) (Hansen 1982) provides an alternative method for estimation of \( \vartheta \) based on the estimating functions \( \hat{\tau}_{\text{init}}(\vartheta) \) and \( \hat{\xi} \). A GMM estimator can be obtained as the optimal estimator in the class of estimators that are solutions to (13), with the optimal \( a \) and \( b \) consistently estimated. The estimator is asymptotically equivalent to the optimal estimator and hence to \( \hat{\vartheta}_{\text{in}} \), up to the first order. The derivation of
\( \hat{\vartheta}_{\text{lik}} \) as an empirical likelihood estimator suggests an interesting, open question whether \( \hat{\vartheta}_{\text{lik}} \) has better higher-order asymptotic properties than GMM estimators, even though \( \hat{\tau}_{\text{init}}(\vartheta) \) and \( \hat{\xi} \) involve the estimator \( \hat{\gamma} \). See Newey and Smith (2004) for higher-order asymptotic results about empirical likelihood and GMM estimators in the case where estimating functions are free of estimated nuisance parameters. However, this comparison depends on the assumption that the propensity score model is correctly specified. If the propensity score model is misspecified, then \( \hat{\vartheta}_{\text{lik}} \) is generally inconsistent. In Section 3.2, we derive a doubly robust GMM estimator, which remains consistent if either the propensity score model or the outcome regression model is correctly specified.

### 3.2 Regression estimators

The vector of functions \( h(t, X; \gamma) \) such that \( \sum_{t \in T} h(t, X; \gamma) = 0 \) used in our likelihood method can be written as

\[
h(t, X; \gamma) = h(t, X; \gamma) - \pi(t, X; \gamma) \sum_{j \in T} h(j, X; \gamma),
\]
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where \( h(t, X; \gamma) \) is a vector of functions. Partition \( h = (h(0)^T, h(1)^T, h(2)^T)^T \) and similar vectors in the same way as \( h = (h(0)^T, h(1)^T, h(2)^T)^T \). We take \( h(0)(t, X; \gamma) = \{1 \{t = j\} \} \) and \( h(2)(t, X; \gamma) = \partial \pi(t, X; \gamma) / \partial \gamma \), and leave \( h(1)(t, X; \gamma) \) to be specified [see (17) and (18) in Section 3.3]. Let \( \zeta(T, X; \gamma) = \frac{h(T, X; \gamma)}{\pi(T, X; \gamma)} \).

Then \( \xi \) defined in Theorem 2 is related to \( h \) or \( \zeta \) by

\[
\xi(T, X; \gamma) = \frac{h(T, X; \gamma)}{\pi(T, X; \gamma)} - \sum_{t \in T} h(t, X; \gamma) = \zeta(T, X; \gamma) - E[\zeta(T, X; \gamma)|X] \quad \text{under model (3)}.
\]

Therefore, \( \xi \) is the projection of \( \zeta \) on the space of square-integrable functions \( \varrho(T, X) \) such that \( E[\varrho(T, X)|X] = 0 \). This space is the tangent space in the nonparametric model for the propensity score (van der Laan and Robins 2003).

In the just-determined case \( p = d \), define the regression estimators \( \hat{\vartheta}_{\text{reg}} \) and \( \tilde{\vartheta}_{\text{reg}} \) as solutions to \( \hat{\tau}_{\text{reg}}(\vartheta) = 0 \) and \( \tilde{\tau}_{\text{reg}}(\vartheta) = 0 \) respectively, where

\[
\hat{\tau}_{\text{reg}}(\vartheta) = \hat{\tau}_{\text{init}}(\vartheta) - \hat{\beta}^T(\vartheta) \hat{\xi} \quad \text{with} \quad \hat{\beta}(\vartheta) = E^{-1}(\hat{\xi}^T \hat{\tau}_{\text{init}}(\vartheta))^T E[\hat{\xi}^T \hat{\tau}_{\text{init}}(\vartheta)],
\]

\[
\tilde{\tau}_{\text{reg}}(\vartheta) = \tilde{\tau}_{\text{init}}(\vartheta) - \tilde{\beta}^T(\vartheta) \tilde{\xi} \quad \text{with} \quad \tilde{\beta}(\vartheta) = E^{-1}(\tilde{\xi}^T \tilde{\tau}_{\text{init}}(\vartheta))^T E[\tilde{\xi}^T \tilde{\tau}_{\text{init}}(\vartheta)].
\]
The two estimators can be seen as GMM estimators, with $a$ fixed at a nonsingular constant matrix and $b$ replaced by $\hat{\beta}$ and $\tilde{\beta}$ in (13). It is important to notice the difference between $\hat{\beta}$ and $\tilde{\beta}$. The coefficient $\hat{\beta}$ is the least-squares estimator in the linear regression of $\hat{\tau}_{\text{init}}(\vartheta)$ on $\hat{\xi}$. See Robins, Rotnitzky, Zhao (1995) for the use of $\hat{\beta}$ in related missing data problems. In contrast, $\tilde{\beta}$ is constructed by substituting $\tilde{E}(\hat{\xi}\hat{\tau}^\top)$ for $\tilde{E}(\hat{\xi}\hat{\xi}^\top)$ in $\hat{\beta}$, as in the regression estimator of $E(Y_t)$ in Tan (2006). See Goetgeluk, Vansteelandt, and Goetghebeur (2009) for a related application of this idea to structural nested direct effects models. If the propensity score model is correctly specified, then $\hat{\beta}$ and $\tilde{\beta}$ have the same limit $\beta$ in probability, and hence $\hat{\vartheta}_{\text{reg}}$ and $\tilde{\vartheta}_{\text{reg}}$ are consistent and asymptotically equivalent up to the first order (see Theorem 3). On the other hand, if the propensity score model is misspecified, then $\hat{\beta}$ and $\tilde{\beta}$ generally have different limits in probability, and hence $\hat{\vartheta}_{\text{reg}}$ and $\tilde{\vartheta}_{\text{reg}}$ have different asymptotic properties. The estimator $\hat{\vartheta}_{\text{reg}}$ is not doubly robust, whereas $\tilde{\vartheta}_{\text{reg}}$ is doubly robust due to the construction of $\tilde{\beta}$ (see Theorem 4).

The following theorem shows that both regression estimators are first-order approximations to the likelihood estimator under a correctly specified propensity score model. This result is an extension of the results for the estimators of $E(Y_t)$ in Tan (2006), and is similar to those established for Monte Carlo integration in Tan (2004).

**Theorem 3.** Suppose that the regularity conditions hold as in Theorem 2. If $p = d$ and the propensity score model (3) is correctly specified, then

\[
\hat{\vartheta}_{\text{lik}} - \vartheta_0 \simeq \hat{\vartheta}_{\text{reg}} - \vartheta_0 \simeq \tilde{\vartheta}_{\text{reg}} - \vartheta_0 \\
\simeq -E^{-1}\left(\frac{\partial \tau^*_{\text{init}}(\vartheta_0)}{\partial \vartheta}\right) \tilde{E}[\tau^*_{\text{reg}}(\vartheta_0)].
\]

The asymptotic expansion for $\hat{\vartheta}_{\text{lik}}$ agrees with that in Theorem 2.

In the over-determined case $p > d$, $\hat{\vartheta}_{\text{reg}}$ and $\tilde{\vartheta}_{\text{reg}}$ can be extended as GMM estimators that solutions to (13), with the optimal $a$ consistently estimated in addition to the fact that $b$ is replaced by $\hat{\beta}$ and $\tilde{\beta}$. The resulting estimating functions on the right side of (13) are optimal linear combinations of $\hat{\tau}_{\text{reg}}(\vartheta)$ and $\tilde{\tau}_{\text{reg}}(\vartheta)$. It remains future work to fully investigate such GMM estimators in this general case.

### 3.3 Local efficiency and double robustness

Throughout Sections 3.3–3.7, assume that $p = d$. In this section, we discuss choices of $h(t, X; \gamma)$, depending on the outcome regression model (1) or (2), such that $\hat{\vartheta}_{\text{lik}}$, $\hat{\vartheta}_{\text{reg}}$, and
\( \hat{\vartheta}_{\text{reg}} \) are weakly locally efficient, and \( \hat{\vartheta}_{\text{reg}} \) is doubly robust.

Suppose that the propensity score model (3) is correctly specified. The asymptotic efficiency of \( \hat{\vartheta}_{\text{lik}} \), \( \hat{\vartheta}_{\text{reg}} \), and \( \hat{\vartheta}_{\text{reg}} \) depends on the choices of \( h(t, X; \gamma) \) and \( \eta(t, Y_t, X; \vartheta) \). The semiparametric theory of Robins (1999) can be used to find the optimal choices of these functions that lead to semiparametric efficiency. In general, the optimal choice of \( \eta(t, Y_t, X; \vartheta) \) involves complicated integral equations. Therefore, the computationally convenient choices \( \phi_{\text{conv}} \) and \( \varphi_{\text{conv}} \) are recommended for practical use (see Section 2.1).

For fixed \( \eta(t, Y_t, X; \vartheta) \), consider the following condition for \( \sim(\cdot) \):

\[
E[\eta(T, Y, X; \vartheta) | T = t, X] = c^\top \sim^*(t, X) \quad \text{almost surely (15)}
\]

for some \( \text{dim}(h) \times d \) matrix \( c \). If \( h(t, X; \gamma) \) satisfies condition (15), then \( \beta \) equals

\[
\beta = E^{-1}(\xi^*\xi^{\ast\top})E(\xi^*\pi^{\ast\top})
\]

\[
= E^{-1}\left[\xi^* \frac{h^{*\top}(T, X)}{\pi^{*}(T, X)}\right] E\left[\xi^* \frac{E^{\top}(\eta|T, X)}{\pi^{*}(T, X)}\right] = c,
\]  

and therefore \( \tau_{\text{reg}}^*(\vartheta) \) equals

\[
\tau_{\text{aug}}^*(\vartheta) = \tau_{\text{init}}^*(\vartheta) - \left\{ E(\eta|T, X)/\pi^{*}(T, X) - \sum_{t \in T} E(\eta|T = t, X) \right\}.
\]

By Theorem 3, the influence function of \( \hat{\vartheta}_{\text{lik}} \), \( \hat{\vartheta}_{\text{reg}} \), and \( \hat{\vartheta}_{\text{reg}} \) is \( -E^{-1}[\partial\tau_{\text{init}}^*/\partial\vartheta]\tau_{\text{reg}}^*(\vartheta) \). By Robins (1999), \( -E^{-1}[\partial\tau_{\text{init}}^*/\partial\vartheta]\tau_{\text{aug}}^*(\vartheta) \) is the efficient influence function for estimators of \( \vartheta \) that are solutions to estimating equations (8). Therefore, if condition (15) holds, then \( \hat{\vartheta}_{\text{lik}} \), \( \hat{\vartheta}_{\text{reg}} \), and \( \hat{\vartheta}_{\text{reg}} \) achieve the minimum asymptotic variance over all possible \( h(t, X; \gamma) \) and moreover in the class of estimators that are solutions to (8). The estimators \( \hat{\vartheta}_{\text{lik}}, \hat{\vartheta}_{\text{reg}}, \) and \( \hat{\vartheta}_{\text{reg}} \) are weakly locally efficient as is \( \hat{\vartheta}_{\text{aug}} \) discussed in Section 2.2.

The outcome regression model (1) or (2) can be used as a guidance to choose \( h(t, X; \gamma) \). Consider the following choices (free of \( \gamma \))

\[
h^{(1)}(t, X) = \hat{E}(\eta|T = t, X)
\]

or

\[
= [1 \{ t = j \} \hat{E}^{\top}(\eta|T = j, X)]_{j \in T}^\top,
\]

which are column vectors of dimension \( d \) and \( dJ \) respectively. If the outcome regression model is correctly specified, then condition (15) is satisfied asymptotically. Therefore, with choice (17) or (18), \( \hat{\vartheta}_{\text{lik}}, \hat{\vartheta}_{\text{reg}}, \) and \( \hat{\vartheta}_{\text{reg}} \) are weakly locally efficient.
Now suppose that the propensity score model (3) can be wrong. Theorem 4 shows the asymptotic behavior of \( \hat{\tau}_{\text{reg}} \) without assuming that model (3) is correctly specified.

**Theorem 4.** Redefine

\[
\tau^{*}_{\text{reg}}(\vartheta) = \tau^{*}_{\text{init}}(\vartheta) - \beta(\vartheta)^\top \xi^{*} \quad \text{with} \quad \beta(\vartheta) = E^{-1}(\xi^{*} \xi^{*\top})E[\xi^{*\top} \tau^{*}_{\text{init}}(\vartheta)].
\]

Assume that there exists a unique value \( \vartheta^{*} \) such that \( E[\tau^{*}_{\text{reg}}(\vartheta^{*})] = 0 \), and additional regularity conditions in the Appendix hold. Then \( \hat{\tau}_{\text{reg}} \) converges to \( \vartheta^{*} \) in probability and has the expansion

\[
\hat{\tau}_{\text{reg}} - \vartheta^{*} \approx - E^{-1}\left( \frac{\partial \tau^{*}_{\text{reg}}(\vartheta^{*})}{\partial \vartheta} \right) \left\{ E\left[ \tau^{*}_{\text{reg}}(\vartheta^{*}) - (\tau^{*}_{\text{init}}(\vartheta^{*}) - \beta^{\top}(\vartheta^{*})\xi^{*})\xi^{*\top}\rho \right] 
- E\left[ \frac{\partial}{\partial \gamma} \left( \tau^{*}_{\text{reg}}(\vartheta^{*}) - (\tau^{*}_{\text{init}}(\vartheta^{*}) - \beta^{\top}(\vartheta^{*})\xi^{*})\xi^{*\top}\rho \right) \right\} \Gamma^{-1} E(s^{*}) \right\},
\]

where \( \rho = E^{-1}(\xi^{*} \xi^{*\top})E(\xi^{*}) \).

If the propensity score model is correct, then \( E[\tau^{*}_{\text{reg}}(\vartheta_{0})] = 0 \) and hence \( \vartheta^{*} = \vartheta_{0} \), i.e., \( \hat{\tau}_{\text{reg}} \) is consistent as are \( \hat{\tau}_{\text{lik}} \) and \( \hat{\tau}_{\text{reg}} \). The asymptotic expansion for \( \hat{\tau}_{\text{reg}} \) reduces to that in Theorem 3 for the following reasons. First, \( \rho = 0 \) and \( E[\partial \tau^{*}_{\text{reg}}/\partial \vartheta] = E[\partial \tau^{*}_{\text{init}}/\partial \vartheta] \), because \( E(\xi^{*}) = 0 \). Second, \( E[\partial \tau^{*}_{\text{reg}}/\partial \gamma] = 0 \), because \( E[\partial \tau^{*}_{\text{reg}}(\vartheta)/\partial \gamma] = E[\tau^{*}_{\text{reg}}(\vartheta) s^{*\top}] \) algebraically and \( \tau^{*}_{\text{reg}}(\vartheta) \) and \( \xi^{*}(2) = s^{*} \) are uncorrelated by the construction of \( \tau^{*}_{\text{reg}}(\vartheta) \).

If the propensity score model is wrong, then generally \( E[\tau^{*}_{\text{reg}}(\vartheta_{0})] \neq 0 \) and \( \hat{\tau}_{\text{reg}} \) is inconsistent as are \( \hat{\tau}_{\text{lik}} \) and \( \hat{\tau}_{\text{reg}} \). However, if condition (15) holds, then \( E[\tau^{*}_{\text{reg}}(\vartheta_{0})] = 0 \) and hence \( \vartheta^{*} = \vartheta_{0} \) (i.e., \( \hat{\tau}_{\text{reg}} \) is consistent) for the following reasons. First, under condition (15), \( \beta \) still gives \( c \) due to (16) and hence \( \tau^{*}_{\text{reg}}(\vartheta) \) equals \( \tau^{*}_{\text{aug}}(\vartheta) \). Second, \( E[\tau^{*}_{\text{aug}}(\vartheta_{0})] \) remains 0 even if the propensity score model is wrong (Scharfstein, Rotnitzky, and Robins 1999). For choice (17) or (18), \( \hat{\tau}_{\text{reg}} \) is doubly robust, i.e., it remains consistent if either the propensity score model or the outcome regression model is correctly specified.

### 3.4 Constraints and marginalized estimators

To retain constraints C0–C3 is tantamount to postulating the following model for the data \((T_{i}, Y_{i}, X_{i})\). First, \( T \) is generated according to \( P(T = t) = \int \pi \, dG_{t}, \ t \in T \). Second, \((Y, X)\) given \( T = t \) is generated from the biased-sampling distribution (Vardi 1985)

\[
\frac{\pi(t, x)}{\int \pi(t, x^\prime) dG_{t}(y_{t}, x^\prime)} dG_{t}(y_{t}, x),
\]
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where $G_t, t \in T$, are probability distributions that satisfy C0–C3 but may not induce the same marginal distribution of $X$. This model expands the original model in which $G_t, t \in T$, are probability distributions that induce the same marginal distribution of $X$. The nonparametric likelihood, even though still equal to $L_1 \times L_2$, is strictly a function defined for $G_t, t \in T$, in the expanded parameter space, and therefore differs from the original nonparametric likelihood given at the beginning of Section 3.1.

From this perspective, we discuss different roles of inherent constraints C0–C2 in our methods, under the assumption that the propensity score model (3) is correctly specified. First, the constraint $\sum_{t \in T} \int \hat{\pi} \, dG_t = 1$ is needed to ensure that the marginal probabilities of $T$ sum to 1. If this constraint is removed, then $\hat{\vartheta}_{\text{lik}}$ is generally inconsistent whatever other constraints are included. Second, the constraints $\int dG_t = 1$, or equivalently $\sum_{t \in T} \int \hat{h}(0) \, dG_t = 0$ given $\sum_{t \in T} \int \hat{\pi} \, dG_t = 1$, are needed to make $G_t$ a proper probability distribution. If these constraints are removed, then the total mass of $\hat{G}_t$ differs from 1 but converges to 1 in probability, and $\hat{\vartheta}_{\text{lik}}$ remains consistent but has increased asymptotic variance. In fact, if all the constraints except $\sum_{t \in T} \int \hat{\pi} \, dG_t = 1$ are removed, then $\hat{G}_t$ places mass $n^{-1/\hat{\pi}(t, X_i)}$ at $(Y_i, X_i)$ with $T_i = t$ for $t \in T$. Third, the constraints $\sum_{t \in T} \int \hat{h}(1) \, dG_t = 0$ and $\sum_{t \in T} \int \hat{h}(2) \, dG_t = 0$ are included for variance reduction. If these constraints are removed, then the total mass of $\hat{G}_t$ differs from 1 but converges to 1 in probability, and $\hat{\vartheta}_{\text{lik}}$ remains consistent but has increased asymptotic variance. The control variates $\hat{\xi} = \hat{h}/\hat{\pi}$ are mapped by inverse weighting from exactly the inherent constraints (11) associated with $\hat{h}$. Therefore, $\hat{\xi}^{(0)}, \hat{\xi}^{(1)},$ and $\hat{\xi}^{(2)}$ play similar roles in $\hat{\vartheta}_{\text{reg}}$ and $\tilde{\vartheta}_{\text{reg}}$ as the corresponding constraints play in $\hat{\vartheta}_{\text{lik}}$.

The constraints C2 associated with $\hat{h}(2) = \partial \hat{\pi}/\partial \gamma$ and the control variates $\hat{\xi}^{(2)} = \hat{s}$ are included to accommodate the variation of $\hat{\gamma}$ asymptotically. If these constraints and control variates are removed, then $\hat{\vartheta}_{\text{lik}}, \hat{\vartheta}_{\text{reg}},$ and $\tilde{\vartheta}_{\text{reg}}$ are still consistent but lack the asymptotic optimality described in Corollary 1. However, there can be a trade-off in finite samples. The variations of $\hat{\beta}$ and $\tilde{\beta}$ are negligible in large samples, but can become substantial in small to medium samples due to the extra regressors $\hat{s}$. To reduce these variations, we consider marginalized estimators by removing (or marginalizing) the constraints C2 associated with $\hat{h}^{(2)}$ and the control variates $\hat{s}$ in the original estimators.

Define the likelihood estimator $\hat{\vartheta}_{\text{lik}}^{(m)}$ as a solution to

$$\sum_{t \in T} \int \eta(t, y_t, x; \vartheta) \, d\hat{G}_t^{(m)}(y_t, x) = 0,$$
where \( \hat{G}_t^{(m)} \), \( t \in T \), are obtained by maximizing \( L_2 \) subject to constraints C0–C1, but not C2. Define the regression estimators \( \hat{j}^{(m)}_{\text{reg}} \) and \( \hat{j}^{(m)}_{\text{aug}} \) as solutions to \( \hat{E}[\hat{j}^{(m)}_{\text{reg}}(\theta)] = 0 \) and \( \hat{E}[\hat{j}^{(m)}_{\text{aug}}(\theta)] = 0 \) respectively, where \( \hat{j}^{(m)}_{\text{reg}}(\theta) \) and \( \hat{j}^{(m)}_{\text{aug}}(\theta) \) are the same as \( \hat{j}_{\text{reg}}(\theta) \) and \( \hat{j}_{\text{aug}}(\theta) \) with \( \hat{\xi} \) and \( \hat{\zeta} \) replaced by \( \hat{\xi}^{(m)} = (\hat{\xi}^{(0)}(1), \hat{\xi}^{(1)}(1)) \) and \( \hat{\zeta}^{(m)} = (\hat{\zeta}^{(0)}(0), \hat{\zeta}^{(1)}(0)) \). The asymptotic expansion in Theorem 4 remains valid with \( \hat{\phi} \) and \( \hat{\zeta} \) expansion in Theorem 4 remains valid with \( \hat{\phi} \) and \( \hat{\zeta} \) replaced by \( \hat{\xi}^{(m)} = (\hat{\xi}^{(0)}(0), \hat{\xi}^{(1)}(0)) \) and \( \hat{\zeta}^{(m)} = (\hat{\zeta}^{(0)}(0), \hat{\zeta}^{(1)}(0)) \) throughout. The asymptotic expansions in Theorem 3 need to be modified, beyond the aforementioned replacements, as

\[
\hat{j}^{(m)}_{\text{lik}} - \hat{\theta}_0 \simeq \hat{j}^{(m)}_{\text{reg}} - \hat{\theta}_0 \simeq \hat{j}^{(m)}_{\text{aug}} - \hat{\theta}_0
\]

\[
\simeq E^{-1}(\frac{\partial j^{(m)}_{\text{init}}(\hat{\theta}_0)}{\partial \theta}) \left\{ \hat{E}[j^{(m)}_{\text{reg}}(\hat{\theta}_0)] - E[j^{(m)}_{\text{reg}}(\hat{\theta}_0)s^T] \Gamma^{-1} \hat{E}(s^*) \right\},
\]

where \( j^{(m)}_{\text{reg}}(\theta) = j^{(m)}_{\text{init}}(\theta) - \beta^{(m)}(0)^T \xi^{(m)}(0) \) and \( \beta^{(m)} = E^{-1}[\xi^{(m)}(0)\xi^{(m)}(0)^T]E[\xi^{(m)}(0)\beta^{(m)}(0)^T] \). The marginalized estimators lack the asymptotic optimality in Corollary 1. The term in the curly bracket differs from \( \hat{E}[\hat{j}^{(m)}_{\text{reg}}(\hat{\theta}_0) - \beta^T \xi^*] \) and does not achieve the minimum asymptotic variance among \( \hat{E}[\hat{j}^{(m)}_{\text{init}}(\hat{\theta}_0) - b^T \hat{\xi}] \) for arbitrary \( b \). See the proof of Theorem 2(i).

### 3.5 Computation and simplified estimators

Computation of \( \hat{j}^{(m)}_{\text{lik}} \) and \( \hat{j}^{(m)}_{\text{reg}} \) is straightforward by using a Newton-Raphson type algorithm, except for one subtle aspect. The suggested choice (17) or (18) for \( h^{(1)}(t, X) \) involves the unknown parameters \( \theta \) through \( \eta(t, Y_t, X; \theta) \), and hence so do \( \hat{G}_t \), \( \hat{\beta} \), and \( \hat{\beta} \). Then we need to update \( \hat{G}_t \), \( \hat{\beta} \), and \( \hat{\beta} \) at the current value of \( \theta \) in each Newton-Raphson iteration. For example, to solve \( \hat{E}[\hat{j}^{(m)}_{\text{reg}}(\theta)] = 0 \) and obtain \( \hat{j}^{(m)}_{\text{reg}} \), the resulting Newton-Raphson algorithm is to start with an initial estimate \( \hat{j}^{(1)} \), and compute for \( k = 1, 2, ..., \)

\[
\hat{\beta}^{(k)} = \hat{E}^{-1}(\hat{\xi}^{(0)}(1)^T)\hat{E}[\hat{j}^{(1)}_{\text{init}}(\theta)\big|_{\theta = \hat{\theta}(k)}],
\]

\[
\hat{j}^{(k+1)} = \hat{j}^{(k)} - \hat{E}^{-1}(\partial \hat{j}^{(k)}_{\text{init}}/\partial \theta)\hat{E}[\hat{j}^{(k)}_{\text{init}}(\theta) - \hat{\beta}^{(k)}(0)^T \hat{\xi}]\big|_{\theta = \hat{\theta}(k)}.
\]

If the initial estimator \( \hat{j}^{(1)} \) is consistent, then the finitely iterated estimator \( \hat{j}^{(k+1)} \) for \( k \geq 1 \) is consistent and asymptotically equivalent to \( \hat{j}^{(m)}_{\text{reg}} \). Particularly, if \( \hat{j}^{(1)} = \hat{j}^{(m)}_{\text{aug}} \), then \( \hat{j}^{(k+1)} \) is weakly locally efficient and doubly robust. Moreover, \( \hat{j}^{(k+1)} \) is asymptotically efficient in the class of estimators that are solutions to (13), including \( \hat{j}^{(m)}_{\text{init}} \) and \( \hat{j}^{(m)}_{\text{aug}} \), provided that the propensity score model is correctly specified.

For a structural mean model, we can remove the dependency of \( \hat{G}_t \), \( \hat{\beta} \), and \( \hat{\beta} \) on \( \theta \) by using the following estimators. For the marginal structural mean model (4) and \( \phi(t, V) \)
free of \( \theta \), redefine \( \hat{\vartheta}_{\text{lik}} \) and \( \tilde{\vartheta}_{\text{reg}} \) as solutions to

\[
\sum_{t \in T} \int \phi(t, v) y_t \, d\hat{G}_t - \tilde{E}[\phi(t, V) \nu(t, V; \theta)] = 0,
\]

\[
\tilde{E}\left[\frac{\phi(T, V)}{\pi(T, X)} \tilde{Y} - \tilde{\beta}^T \tilde{\xi} - \sum_{t \in T} \phi(t, V) \nu(t, V; \theta)\right] = 0,
\]

(19)

where \( \eta(T, Y, X; \theta) = \phi(T, V) (Y - \nu(T, V; \theta)) \) is replaced by \( \eta^1(T, Y, X) = \phi(T, V) Y \), free of \( \theta \). For the nested structural mean model (5) and \( \varphi(t, V) \) free of \( \theta_1 \), redefine \( \hat{\vartheta}_{\text{lik}} \) and \( \tilde{\vartheta}_{\text{reg}} \) as solutions to

\[
\sum_{t \in T} \int \varphi(t, v) y_t \, d\hat{G}_t - \tilde{E}[\varphi(t, V) c_1(t, V; \theta_1)] = 0,
\]

\[
\tilde{E}\left[\frac{\varphi(T, V)}{\pi(T, X)} \tilde{Y} - \tilde{\beta}^T \tilde{\xi} - \sum_{t \in T} \varphi(t, V) c_1(t, V; \theta_1)\right] = 0,
\]

(20)

where \( \eta(T, Y, X; \theta_1) = \varphi(T, V) (Y - c_1(T, V; \theta_1)) \) is replaced by \( \eta^1(T, Y, X) = \varphi(T, V) Y \), free of \( \theta_1 \). Theorems 3–4 remain valid with the modification of \( \eta \) to \( \eta^1 \). If the propensity score model is correctly specified, then \( \hat{\vartheta}_{\text{lik}} \) and \( \tilde{\vartheta}_{\text{reg}} \) are asymptotically equivalent to the optimal estimator in the class of estimators that are solutions to (19) or (20), with \( \tilde{\beta} \) replaced by a \( \dim(h) \times d \) matrix \( b \). Replace condition (15) by the condition that

\[
E[\eta^1(T, Y, X)|T = t, X] = c^T h^1(t, X) \text{ almost surely}
\]

for some \( \dim(h) \times d \) matrix \( c \). If this condition holds, then \( \hat{\vartheta}_{\text{lik}} \) and \( \tilde{\vartheta}_{\text{reg}} \) are asymptotically equivalent to the optimal estimator in the class of estimators that are solutions to (8). Moreover, \( \tilde{\theta}_{\text{reg}} \) remains consistent even if the propensity score model is misspecified. Consider the following choices similar to (17) and (18):

\[
h^{(1)}(t, X) = \tilde{E}(\eta^1|T = t, X)
\]

or

\[
= [1\{t = j\} \tilde{E}^T(\eta^1|T = j, X)]_{j \in T}^T.
\]

Then \( \hat{\vartheta}_{\text{lik}} \) and \( \tilde{\vartheta}_{\text{reg}} \) are weakly locally efficient and \( \tilde{\theta}_{\text{reg}} \) is doubly robust.

### 3.6 Further consideration

**Different roles of models.** The propensity score and outcome regression models are related differently to a structural model, which parameterizes \( P(Y_t|V) \). The propensity score model parameterizes \( P(T = t|X) \), and hence is unrelated to the structural model and can
be estimated from the data \((T_i, X_i)\) without \(Y_i\) \((i = 1, \ldots, n)\). In contrast, the outcome regression model parameterizes \(P(Y|T = t, X) = P(Y_i|X)\) and hence is related to the structural model due to the law of iterated expectations \(E[E(Y_i|X)|V] = E(Y_i|V)\). The outcome regression model and the structural model can be incompatible with each other in the sense that there exists no data-generating distribution satisfying both models.

The propensity score and outcome regression models play different roles in the development of our methods, even though double robustness depends equally on both models. See Tan (2006, 2007) for related discussions. Our strategy for data analysis is to first build and check propensity score models, and then incorporate outcome regression models for variance and bias reduction. A referee pointed out that standard methods (e.g., ROC approaches) for checking model (3) as a binary-outcome regression model are not fully satisfactory. Our approach is to examine the balance of multiple covariate across treated and untreated groups after inverse weighting as in Tan (2006, Figure 1).

**Homogeneous outcome regression models.** A particular outcome regression model can be specified such that it is a submodel to and always compatible with the nested structural mean model (5) or (6). Consider the outcome regression model

\[
E(Y_i|X) = \Psi[g_0(X; \alpha_0) + c_1(t, V; \theta_1)],
\]

where \(\Psi\) is the identity or exponential link, \(g_0(X; \alpha_0)\) and \(g_1(t, X; \alpha_1) = c_1(t, V; \theta_1)\) are known functions such that \(c_1(0, V; \theta_1) = 0\), and \(\alpha_0\) and \(\alpha_1 = \theta_1\) are vectors of parameters. This model states that additive or multiplicative causal effects are homogeneous across subpopulations with fixed \(V\) but otherwise different \(X\).

Consider the choices (17) and (18), or the simpler choices

\[
h^{(j)}(t, X) = \varphi(t, V) \hat{E}(Y|T = 0, X)
\]

\[= [1\{t = j\} \varphi^T(j, V)]_{j \in T}^T \hat{E}(Y|T = 0, X).\]

In the Appendix, we show that \(\hat{\vartheta}_{\text{liu}}, \hat{\vartheta}_{\text{reg}},\) and \(\tilde{\vartheta}_{\text{reg}}\) are weakly locally efficient and doubly robust for \(\vartheta = \theta_1\) in the nested structural mean model (5) or (6) when the homogeneous outcome regression model (21) is specified.

**Binary treatments.** The mapping (14) from \(h\) to \(\hat{h}\) is many-to-one in that a given function \(h\) can be obtained from many different \(\hat{h}\). In the case where \(T = \{0, 1\}\), we can exploit this relationship to derive an alternative regression estimator that is a more direct
extension than \( \tilde{\theta}_{\text{reg}} \) to the regression estimator in Tan (2006).

Write \( \pi(X;\gamma) = \pi(1,X;\gamma) \). For \( h(t,X;\gamma) \) such that \( \sum_{t=0,1} h(t,X;\gamma) = 0 \), write \( h(X;\gamma) = h(1,X;\gamma) \) and let

\[
\begin{align*}
  h_0(t,X;\gamma) &= -\frac{1\{t = 0\}}{\pi(X;\gamma)} h(X;\gamma), \\
  h_1(t,X;\gamma) &= \frac{1\{t = 1\}}{1 - \pi(X;\gamma)} h(X;\gamma),
\end{align*}
\]

which both give rise to \( h(t,X;\gamma) \) under mapping (14). Let \( \zeta_0(T,X;\gamma) \) and \( \zeta_1(T,X;\gamma) \) be the \( \zeta \)-variables based on \( h_0 \) and \( h_1 \). Define \( \tilde{\theta}_{\text{reg}} \) and \( \tilde{\theta}_{\text{reg}}^{(m)} \) as solutions to \( \hat{E}[\tilde{\tau}_{\text{reg}}(\vartheta)] = 0 \) and \( \hat{E}[\tilde{\tau}_{\text{reg}}^{(m)}(\vartheta)] = 0 \), where \( \tilde{\tau}_{\text{reg}}(\vartheta) = \hat{\tau}_{\text{init}}(\vartheta) - \tilde{\beta}^\top(\vartheta) \hat{\xi} \) with

\[
\tilde{\beta}(\vartheta) = \sum_{t=0,1} \hat{E}^{-1}(\hat{\xi}^{(t)} \hat{\xi}^\top) \hat{E}[\hat{\xi}^{\text{init}}(\vartheta) 1\{T = t\}].
\]

and \( \tilde{\tau}_{\text{reg}}^{(m)}(\vartheta) \) is the same as \( \tilde{\tau}_{\text{reg}}(\vartheta) \) with \( \hat{\xi} \) and \( \hat{\zeta} \) replaced by \( (\hat{\xi}^{(0)} \top, \hat{\xi}^{(1)} \top)^\top \) and \( (\hat{\zeta}_t^{(0) \top}, \hat{\zeta}_t^{(1) \top})^\top \). If the propensity score model is correctly specified, then \( \tilde{\theta}_{\text{reg}} \) is asymptotically equivalent to \( \tilde{\theta}_{\text{reg}}^{(m)} \) and \( \tilde{\theta}_{\text{reg}}^{(m)} \) is to \( \tilde{\theta}_{\text{aug}}^{(m)} \). Replace condition (15) by the condition that

\[
\begin{align*}
  E[\eta(T,Y,X;\vartheta)|T = 0,X] &= c_0 h_0^\top(0,X) \\
  E[\eta(T,Y,X;\vartheta)|T = 1,X] &= c_1 h_1^\top(1,X)
\end{align*}
\]

for some \( \dim(h) \times d \) matrices \( c_0 \) and \( c_1 \). If this condition holds, then \( \tilde{\theta}_{\text{reg}} \) and \( \tilde{\theta}_{\text{reg}}^{(m)} \) are asymptotically efficient in the class of estimators that are solutions to (8). Moreover, \( \tilde{\theta}_{\text{reg}} \) and \( \tilde{\theta}_{\text{reg}}^{(m)} \) remain consistent even if the propensity score model is misspecified. The foregoing condition is generally weaker than (15) because \( c_0 \) and \( c_1 \) can differ from each other.

For \( h^{(1)}(t,X;\gamma) \) determined by taking \( h^{(1)}(t,X;\gamma) \) as (18), the resulting \( h_0^{(1)}(0,X;\gamma) \) or \( h_1^{(1)}(1,X;\gamma) \) contains more nonzero functions than respectively \( \hat{E}(\eta|T = 0,X) \) or \( \hat{E}(\eta|T = 1,X) \), the vector of nonzero functions in \( h^{(1)}(0,X;\gamma) \) or \( h^{(1)}(1,X;\gamma) \).

### 3.7 Comparison

Table 1 presents a comparison of various estimators in terms of three asymptotic properties: intrinsically efficient or optimal in using control variates as discussed below Corollary 1, weakly locally efficient, and doubly robust.

The estimator \( \tilde{\theta}_{\text{reg}} \) is structurally similar to \( \tilde{\theta}_{\text{aug}} \), except that the special regression coefficient \( \tilde{\beta} \) is associated with \( \hat{\xi} \) in \( \tilde{\theta}_{\text{reg}} \) instead of the identity matrix in \( \tilde{\theta}_{\text{aug}} \). The two estimators \( \tilde{\theta}_{\text{reg}} \) and \( \tilde{\theta}_{\text{aug}} \) are consistent if either the propensity score model or the outcome regression model is correct, and equally efficient if both the propensity score model and the
Table 1: Theoretical comparison of estimators

<table>
<thead>
<tr>
<th></th>
<th>Section 2.2</th>
<th>Section 3.4</th>
<th>Sections 3.1–3.2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\theta}_{\text{init}}$</td>
<td>$\hat{\theta}_{\text{aug}}$</td>
<td>$\hat{\theta}_{\text{reg}}$</td>
</tr>
<tr>
<td>Intrinsically Efficient</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>Weakly Locally Efficient</td>
<td>$\times$</td>
<td>$\checkmark$</td>
<td>$\checkmark$</td>
</tr>
<tr>
<td>Doubly Robust</td>
<td>$\times$</td>
<td>$\checkmark$</td>
<td>$\times$</td>
</tr>
</tbody>
</table>

Note: $\hat{\theta}_{\text{init}}$ and $\hat{\theta}_{\text{aug}}$ are called IPW and AIPW (or G and AG) estimators for marginal (or nested) structural models; $\hat{\theta}_{\text{lik}}$, $\hat{\theta}_{\text{reg}}$, and $\tilde{\theta}_{\text{reg}}$ are defined by removing constraints C2 and control variates $\hat{s}$ in the construction of $\hat{\theta}_{\text{lik}}$, $\hat{\theta}_{\text{reg}}$, and $\tilde{\theta}_{\text{reg}}$. For a binary treatment (Section 3.6), $\tilde{\theta}_{\text{reg}}$ and $\tilde{\theta}_{\text{reg}}^{(m)}$ satisfy the same properties as do $\tilde{\theta}_{\text{reg}}$ and $\tilde{\theta}_{\text{reg}}^{(m)}$ respectively.

outcome regression model are correct. However, $\tilde{\theta}_{\text{reg}}$ is asymptotically at least as efficient as $\hat{\theta}_{\text{aug}}$ if the outcome regression model is misspecified but the propensity score model is correct, due to the fact that $\tilde{\theta}_{\text{reg}}$, but not $\hat{\theta}_{\text{aug}}$, is intrinsically efficient. (Be aware that $\tilde{\theta}_{\text{reg}}$ is not necessarily more efficient than $\hat{\theta}_{\text{aug}}$ or vice versa if the propensity score model is misspecified but the outcome regression model is correct.) As a further implication of intrinsic efficiency, $\tilde{\theta}_{\text{reg}}$, but not $\hat{\theta}_{\text{aug}}$, is asymptotically guaranteed to gain efficiency over $\hat{\theta}_{\text{init}}$ as long as the propensity score model is correct.

4 Simulation study

Assume that $T$ is binary with $P(T = 1) = P(T = 0) = 1/2$ and that $X_1$ is continuous taking values in $(-5/2, 5/2)$ and $X_2$ is discrete taking values in $\{0, 1, 2, 3\}$ with

$$P(X_2 = x_2 | T = 1) \propto a_1(x_2) \exp(x_2/2),$$

$$P(X_1 | X_2 = x_2, T = 1) \text{ is the restriction of } N[d(x_2/2 - 1/4), \sigma^2_1] \text{ to } (-5/2, 5/2),$$

$$P(X_2 = x_2 | T = 0) \propto a_0(x_2) \exp(-x_2/2),$$

$$P(X_1 | X_2 = x_2, T = 0) \text{ is the restriction of } N[d(x_2/2 - 5/4), \sigma^2_1] \text{ to } (-5/2, 5/2),$$

where $a_1(x_2)$ or $a_0(x_2)$ is the probability of $N[d(x_2/2 - 1/4), \sigma^2_1]$ or $N[d(x_2/2 - 5/4), \sigma^2_0]$ in $(-5/2, 5/2)$. Moreover, assume that $P(Y_i | X)$ is normal with mean $E(Y_i | X)$ and variance $\delta^2$, where $X = (X_1, X_2)$. It is easy under this design to assess the degree of overlap between the distributions of $X$ within $\{T = 1\}$ and $\{T = 0\}$. For a single covariate distributed as
N(d, \sigma^2_d) and N(-d, \sigma_0^2) within \{T = 1\} and \{T = 0\}, values of d between 1/8 and 1/2 and of \sigma^2_d/\sigma_0^2 between 1/2 and 2 are typical in practice (Rubin 1973).

Consider the following simulation settings: (i) \(d = 1/4 \text{ or } 1/2\), (ii) \((\sigma_0^2, \sigma_1^2) = (1,1), (4/3,2/3), \text{ or } (2/3,4/3)\), (iii) \(E(Y_0|X) = \mu_{0,\text{LIN}}(X), \mu_{0,\text{EXP}}(X), \mu_{0,\text{LIN}}(X), \text{ or } \mu_{0,\text{LIN}}(X)\), and \(E(Y_1|X) = 1 + X_2 + \mu_{0,\text{LIN}}(X), 1 + X_2 + \mu_{0,\text{EXP}}(X), \mu_{1,\text{LIN}}(X), \text{ or } 1 + X_2 + \mu_{0,\text{EXP}}(X)\) respectively, where \(\mu_{0,\text{LIN}}(X) = 1 + X_1 + X_2 + .6X_2(1 + X_1), \mu_{0,\text{EXP}} = e^{X_1} + X_2 + .6X_2e^{X_1}, \text{ and } \mu_{1,\text{LIN}}(X) = 1 + .5X_1 + X_2 + .6X_2(1 + .5X_1)\), and (iv) \(\delta^2 = 1/2\).

### 4.1 Marginal and nested structural mean models

For subpopulation causal inference, consider the model with the identity link

\[
Y_i|X_2 \sim \text{factor}(X_2) + t + t : X_2, \tag{22}
\]

where \(\text{factor}(X_2)\) denotes \(X_2\) as a factor and \(t : X_2\) denotes the product \(tX_2\), and “+” denotes a linear combination of predictors. See McCullagh and Nelder (1989, Section 3.4) for the standard notation for specification of linear predictors in generalized linear models.

Model (22) can be treated as marginal structural model (4) or nested structural model (5) with \(V = X_2\), where \(c_1(t, V) \sim t + t : X_2\) and \(c_0(V) \sim \text{factor}(X_2)\) spans all functions of \(X_2\). Technically, this model is correct under the first two specifications of \(E(Y_i|X)\) with \(\theta_1 = (1,1)^\top\), but not under the last two. However, in the latter case, a pseudo true value of \(\theta_1\) can be defined by the best approximation to \(E(Y_i|X_2)\), and estimators are evaluated against this value (e.g., Neugebauer and van der Laan 2003).

Two possible propensity score models are logit regression with linear predictors

\[
T|X \sim X_1 + X_1^2 + X_2 + X_2^2 + X_1 : X_2 \quad \text{and} \quad T|X \sim X_1 + X_2.
\]

The first model is correct under all three specifications of \((\sigma_0^2, \sigma_1^2)\), whereas the second model is correct under only the first specification: \(\sigma_0^2 = \sigma_1^2\). An outcome regression model is linear regression with linear predictors

\[
Y|T, X \sim T + X_1 + X_2 + X_1 : X_2 + T : X_1 + T : X_2 + T : X_1 : X_2.
\]

This model is correct under the first and third specifications of \(E(Y_i|X)\), but not under the other two. Define the outcome regression (OR) estimator, \(\hat{\vartheta}_{\text{OR}}\), by the least-squares fit of \(\hat{E}(Y_i|X_1, X_2)\) against \(\text{factor}(X_2) + t + t : X_2\). We compare \(\hat{\vartheta}_{\text{OR}}\) and the 8 estimators in
Table 1, except \( \hat{\vartheta}_{\text{reg}} \) and \( \hat{\vartheta}_{\text{reg}}^{(m)} \) are replaced by \( \tilde{\vartheta}_{\text{reg}} \) and \( \tilde{\vartheta}_{\text{reg}}^{(m)} \) in Section 3.7 to take advantage of the fact that \( T \) is binary. Choice (18) is used for \( h^{(1)}(t, X) \).

Tables 2 summarizes the estimates of the slope in \( \theta_1 \) for \( d = 1/2 \) and \( (\sigma_0^2, \sigma_1^2) = (4/3, 2/3) \) with model (22) treated as a marginal structural model. Similar comparisons are obtained for other values of \( d \) and \( (\sigma_0^2, \sigma_1^2) \) or with model (22) treated as a nested structural model. Given the choices \( \phi_{\text{conv}} \) and \( \varphi_{\text{conv}} \) in Section 2.2, the estimators of \( \theta_1 \) in \( \hat{\vartheta}_{\text{init}} \) and \( \hat{\vartheta}_{\text{aug}} \) (i.e., IPW and AIPW estimators) with (22) as a marginal structural model are identical to \( \hat{\vartheta}_{\text{init}} \) and \( \hat{\vartheta}_{\text{aug}} \) (i.e., G and AG estimators) with (22) as a nested structural model.

The estimator \( \hat{\vartheta}_{\text{OR}} \) performs well if the response model used is correct, but yields serious biases otherwise. The estimator \( \hat{\vartheta}_{\text{init}} \) has considerable variances in all cases, and has negligible biases if the propensity score model used is correct but not otherwise.

The estimators \( \hat{\vartheta}_{\text{aug}} \) and \( \tilde{\vartheta}_{\text{reg}} \) have small biases if either the propensity score model or the response model is correct. If the propensity score model is correct, then both estimators have similar variances when the response model is correct, but \( \tilde{\vartheta}_{\text{reg}} \) compared with \( \hat{\vartheta}_{\text{aug}} \) has variances reduced by a factor of 1–9 when the response model is wrong. The estimator \( \hat{\vartheta}_{\text{reg}} \) has similar variances as \( \hat{\vartheta}_{\text{reg}} \), but has larger biases than \( \hat{\vartheta}_{\text{reg}} \) especially if the propensity score model is wrong. The estimators \( \hat{\vartheta}_{\text{reg}}^{(m)} \) and \( \tilde{\vartheta}_{\text{reg}}^{(m)} \) are similar to \( \hat{\vartheta}_{\text{reg}} \) and \( \tilde{\vartheta}_{\text{reg}} \) respectively, but sometimes have larger biases and variances.

The estimators \( \hat{\vartheta}_{\text{lik}} \) and \( \hat{\vartheta}_{\text{lik}}^{(m)} \) have similar mean squared errors as respectively \( \hat{\vartheta}_{\text{reg}} \) and \( \hat{\vartheta}_{\text{reg}}^{(m)} \), or \( \tilde{\vartheta}_{\text{reg}} \) and \( \tilde{\vartheta}_{\text{reg}}^{(m)} \), if the propensity score model is correct. Otherwise, \( \hat{\vartheta}_{\text{lik}} \) and \( \hat{\vartheta}_{\text{lik}}^{(m)} \) appear to still have small mean squared errors whether or not the response model is correct, although they may not be consistent in theory. The estimators \( \hat{\vartheta}_{\text{lik}} \) and \( \tilde{\vartheta}_{\text{reg}} \) and marginalized \( \hat{\vartheta}_{\text{lik}}^{(m)} \) and \( \tilde{\vartheta}_{\text{reg}}^{(m)} \) yield overall the smallest mean squared errors.

### 4.2 Nested structural AFT model

Suppose that values of \( Y \) are censored at \( C = 10 \) in the setting described at the beginning of Section 4. Only the first two specifications of \( P(Y_t|X) \) are considered. Model (22) is treated as nested structural AFT model (7). The outcome regression model

\[
Y|T, X \sim T + X_1 + X_2 + X_1 : X_2 + T : X_2
\]

is treated as AFT model (2) and fit by the method of Buckley and James (1979).
Table 2: Numerical comparison of estimators (marginal structural model)

<table>
<thead>
<tr>
<th></th>
<th>$\hat{\vartheta}_{\text{OR}}$</th>
<th>$\hat{\vartheta}_{\text{mit}}$</th>
<th>$\hat{\vartheta}_{\text{aug}}$</th>
<th>$\hat{\vartheta}_{\text{reg}}^{(m)}$</th>
<th>$\hat{\vartheta}_{\text{lik}}^{(m)}$</th>
<th>$\hat{\vartheta}_{\text{reg}}$</th>
<th>$\hat{\vartheta}_{\text{lik}}$</th>
<th>$\hat{\vartheta}_{\text{lik}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Quadratic propensity score model (C-PS)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LINP (C-OR)</td>
<td>.000046</td>
<td>-.0077</td>
<td>-.00021</td>
<td>.0088</td>
<td>.00056</td>
<td>.00050</td>
<td>.016</td>
<td>.00087</td>
</tr>
<tr>
<td>EXPP (M-OR)</td>
<td>-.22</td>
<td>.0024</td>
<td>.0093</td>
<td>.012</td>
<td>.015</td>
<td>-.00051</td>
<td>.019</td>
<td>.0033</td>
</tr>
<tr>
<td>LINN (C-OR)</td>
<td>.00034</td>
<td>-.0062</td>
<td>.00082</td>
<td>.0068</td>
<td>.00085</td>
<td>.0011</td>
<td>.012</td>
<td>.00012</td>
</tr>
<tr>
<td>EXPN (M-OR)</td>
<td>-.085</td>
<td>-.0045</td>
<td>.0011</td>
<td>.015</td>
<td>.0075</td>
<td>.0058</td>
<td>.015</td>
<td>.0011</td>
</tr>
<tr>
<td><strong>Linear propensity score model (M-PS)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LINP (C-OR)</td>
<td>.000046</td>
<td>-.051</td>
<td>-.0026</td>
<td>.027</td>
<td>.00075</td>
<td>.00052</td>
<td>.029</td>
<td>.00093</td>
</tr>
<tr>
<td>EXPP (M-OR)</td>
<td>-.22</td>
<td>-.35</td>
<td>-.30</td>
<td>.045</td>
<td>.022</td>
<td>-.0042</td>
<td>.025</td>
<td>.019</td>
</tr>
<tr>
<td>LINN (C-OR)</td>
<td>.00034</td>
<td>-.058</td>
<td>.00026</td>
<td>.013</td>
<td>.0010</td>
<td>.0010</td>
<td>.017</td>
<td>.0012</td>
</tr>
<tr>
<td>EXPN (M-OR)</td>
<td>-.085</td>
<td>-.036</td>
<td>-.022</td>
<td>.046</td>
<td>-.00018</td>
<td>.0013</td>
<td>.051</td>
<td>-.0011</td>
</tr>
</tbody>
</table>

Note: C-PS (or M-PS) indicates correct (or misspecified) propensity score model, C-OR (or M-OR) indicates correct (or misspecified outcome regression model, and LINP, EXPP, LINN, and EXPN correspond to the four specifications of $E(Y_t|X)$. The results are based on 5000 Monte Carlo samples each of size 1000. Each cell gives the bias (upper) and the standard deviation (middle) of the point estimates, and $\sqrt{\text{mean of the variance estimates}}$ (lower).
Table 3: Numerical comparison of estimators (nested structural AFT model)

<table>
<thead>
<tr>
<th></th>
<th>( \hat{\theta}_{\text{OR}} )</th>
<th>( \hat{\theta}_{\text{init}} )</th>
<th>( \hat{\theta}_{\text{aug}} )</th>
<th>( \hat{\theta}_{\text{reg}}^{\text{(m)}} )</th>
<th>( \hat{\theta}_{\text{reg}}^{\text{(m)}} )</th>
<th>( \hat{\theta}_{\text{reg}}^{\text{(m)}} )</th>
<th>( \hat{\theta}_{\text{lik}}^{\text{reg}} )</th>
<th>( \hat{\theta}_{\text{lik}}^{\text{reg}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Quadratic propensity score model (C-PS)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LNP</td>
<td>.00049</td>
<td>-.019</td>
<td>-.000069</td>
<td>.00021</td>
<td>.00021</td>
<td>.00024</td>
<td>.00038</td>
<td>-.00063</td>
</tr>
<tr>
<td>(C-OR)</td>
<td>.0364</td>
<td>.188</td>
<td>.0479</td>
<td>.0466</td>
<td>.0513</td>
<td>.0469</td>
<td>.0476</td>
<td>.0510</td>
</tr>
<tr>
<td>...</td>
<td>.196</td>
<td>.0459</td>
<td>.0439</td>
<td>.0494</td>
<td>.0439</td>
<td>.0436</td>
<td>.0491</td>
<td>.0436</td>
</tr>
<tr>
<td>EXPP</td>
<td>-.13</td>
<td>-.013</td>
<td>.0046</td>
<td>.0063</td>
<td>.0054</td>
<td>.0053</td>
<td>.0021</td>
<td>.0035</td>
</tr>
<tr>
<td>(M-OR)</td>
<td>.0655</td>
<td>.239</td>
<td>.102</td>
<td>.0651</td>
<td>.0658</td>
<td>.0660</td>
<td>.0576</td>
<td>.0646</td>
</tr>
<tr>
<td>...</td>
<td>.248</td>
<td>.0972</td>
<td>.0594</td>
<td>.0629</td>
<td>.0594</td>
<td>.0533</td>
<td>.0632</td>
<td>.0533</td>
</tr>
<tr>
<td><strong>Linear propensity score model (M-PS)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LNP</td>
<td>.00049</td>
<td>.078</td>
<td>-.00011</td>
<td>.00015</td>
<td>.00078</td>
<td>.00013</td>
<td>.00010</td>
<td>.015</td>
</tr>
<tr>
<td>(C-OR)</td>
<td>.0364</td>
<td>.410</td>
<td>.0427</td>
<td>.0426</td>
<td>.0442</td>
<td>.0426</td>
<td>.0462</td>
<td>.0521</td>
</tr>
<tr>
<td>...</td>
<td>.417</td>
<td>.0420</td>
<td>.0424</td>
<td>.0478</td>
<td>.0424</td>
<td>.0439</td>
<td>.0602</td>
<td>.0439</td>
</tr>
<tr>
<td>EXPP</td>
<td>-.13</td>
<td>.074</td>
<td>-.00021</td>
<td>.025</td>
<td>.032</td>
<td>.019</td>
<td>-.024</td>
<td>-.015</td>
</tr>
<tr>
<td>(M-OR)</td>
<td>.0655</td>
<td>.410</td>
<td>.0669</td>
<td>.0653</td>
<td>.0697</td>
<td>.0677</td>
<td>.0615</td>
<td>.0660</td>
</tr>
<tr>
<td>...</td>
<td>.417</td>
<td>.0668</td>
<td>.0650</td>
<td>.0759</td>
<td>.0650</td>
<td>.0588</td>
<td>.0832</td>
<td>.0588</td>
</tr>
</tbody>
</table>

Note: See the footnote of Table 2.

Table 3 summarizes the estimates of the slope in \( \theta_1 \) for \( d = 1/2 \) and \( (\sigma_0^2, \sigma_1^2) = (4/3, 2/3) \). Choice (9) is used for the transformation function \( \kappa \). Comparisons of the 9 estimators are qualitatively similar to those in Section 4.1. The estimator \( \hat{\theta}_{\text{OR}} \) has serious biases if the response model is wrong. The estimator \( \hat{\theta}_{\text{init}} \) has considerable variances in all cases and serious biases if the propensity score model is wrong. The estimators \( \hat{\theta}_{\text{aug}}, \hat{\theta}_{\text{reg}}, \hat{\theta}_{\text{reg}}^{\text{lik}}, \) and \( \hat{\theta}_{\text{lik}} \) have small biases if either the propensity score model or the response model is correct. If the propensity score model is correct, then these estimators have similar variances when the response model is correct, but \( \hat{\theta}_{\text{reg}}, \hat{\theta}_{\text{reg}}^{\text{lik}}, \) and \( \hat{\theta}_{\text{lik}} \) compared with \( \hat{\theta}_{\text{aug}} \) have variances reduced by a factor of 1–3 when the response model is wrong.

5 Data analysis

Right heart catheterization (RHC) is a medical procedure performed daily in hospitals since the 1970s. Connors et al.’s (1996) observational study was influential, raising the concern that RHC may not benefit patients and may in fact cause harm. The study included 5735 critically ill patients, who were admitted to the intensive care units of 5 medical centers. Data were collected on treatment status \( T (= 1 \) if RHC was used within 24 hours of...
admission and 0 otherwise), health outcome $Y$ (log of survival time up to 30 days), and a comprehensive list of 75 covariates $X$ (specified by a panel of 7 specialists in critical care). The survival time was censored at 30 days.

Connors et al. (1996) used propensity score matching to identify 1008 pairs of patients managed with and without RHC, and estimated the odds ratio of surviving 30 days based on these matched patients. They also performed regression analysis in the 5735 patients using Cox proportional hazards models to estimate the relative hazard of death by 30 days overall and in prespecified patient groups. It seems difficult to integrate the results from the two analyses, because the estimates are based on different sets of patients. We analyze the data using nested structural AFT models and illustrate the values of the new methods.

First, we fit a propensity score model, taken as the final model in a sequence of logit regression models built and checked in Tan (2006). The estimated joint distribution of $(X, Y_0)$ or $(X, Y_1)$ is supported on the untreated or the treated group respectively. Two copies of the marginal distribution of each covariate can be extracted from the joint distributions. See the weighted histograms in Tan (2006, Figure 2). The marginal distribution of each potential outcome can also be extracted. Figure 1 (left) replicates the weighted survival curves from Tan (2006, Figure 2) in the log scale of time. The RHC curve is always lower than the no-RHC curve, indicating a harmful effect of RHC. The RHC and no-RHC survival curves appear to differ approximately by a shift in the log scale of time. Figure 1 (right) presents the weighted survival curves with the no-RHC curve shifted by $-0.2$.

As motivated by the foregoing exploratory analysis, consider a nested structural AFT
Table 4: Overall log relative rate of surviving

<table>
<thead>
<tr>
<th>Model</th>
<th>$\hat{\theta}_{OR}$</th>
<th>$\hat{\theta}_{ini}$</th>
<th>$\hat{\theta}_{aug}$</th>
<th>$\hat{\theta}_{reg}$</th>
<th>$\hat{\theta}_{lik}$</th>
<th>$\hat{\theta}_{reg}$</th>
<th>$\hat{\theta}_{lik}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Null $h^{(1)}$</td>
<td>$\cdots$</td>
<td>$-0.217$</td>
<td>$-0.181$</td>
<td>$-0.181$</td>
<td>$-0.180$</td>
<td>$-0.180$</td>
<td>$-0.180$</td>
</tr>
<tr>
<td>Fitted $h^{(1)}$</td>
<td>$-0.273$</td>
<td>$\cdots$</td>
<td>$-0.204$</td>
<td>$-0.203$</td>
<td>$-0.200$</td>
<td>$-0.198$</td>
<td>$-0.193$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0.0569$</td>
<td>$0.0655$</td>
<td>$0.0649$</td>
<td>$0.0645$</td>
<td>$0.0649$</td>
<td>$0.0651$</td>
</tr>
</tbody>
</table>

Note: Each cell gives point estimate (upper) and standard error (lower).

model in the overall population: $P(Y_1) = P(Y_0 + \theta_1)$. The AFT regression model (2) includes the main effects of $T$ and $X$, and is estimated by the method of Buckley and James (1979). Table 4 summarizes the estimates of $\theta_1$ for the following choices: (i) $h^{(1)}(t, X)$ is null with no functions included, and (ii) $h^{(1)}(t, X) = [1\{t = 0\}\varphi^T(0, V), 1\{t = 1\}\varphi^T(1, V)]^T \hat{E}[\kappa(Y_0)|X]$. All the estimates except $\hat{\theta}_{ini}$ (i.e., the G estimate) have similar standard errors and lead to rejection of $\theta_1 = 0$ at 1% significance level. The estimate $\hat{\theta}_{OR}$ differs by approximately one standard error from the remaining estimates. This difference suggests that the AFT regression model with main effects only might be misspecified, given our model-checking on the propensity score model. Remarkably, the regression and likelihood estimates with the null $h^{(1)}$ have similar standard errors to that of $\hat{\theta}_{aug}$. But the regression and likelihood estimates with the fitted $h^{(1)}$ yields little variance reduction over those with the null $h^{(1)}$, which indicates that the proportion of variability in survival time explained by the AFT regression model is small.

Connors et al. (1996) examined the association of RHC with survival time in patient groups classified by the predicted probability of being alive at 2 months on study entry. Consider a nested structural AFT model: $P(Y_1|V) = P(Y_0 + \theta_1^T c_1(V)|V)$, where $V$ is the 2-month prognosis variable, and $c_1(V)$ is specified as (i) a 5-level factor for $V$ in the intervals divided by .2, .4, .6, .8, in contrast to the quintiles in Connors et al. (1996), or (ii) a vector of basis functions for cubic splines on $[0, 1]$ with 5 degrees of freedom including the intercept. Figure 2 shows the estimates of $\theta_1^T c_1(V)$ based on $\hat{\theta}_{reg}$ for the two specifications of $c_1(V)$. The AFT regression model (2) includes the main effects of $T$ and $X$ and the interactions between $T$ and $c_1(V)$. The causal effect of RHC in accelerating the time to death by 30 days appears nonzero at 95% confidence level only in patients with a predicted probability of 2-month survival at study entry between .6 and .8.
6 Conclusion

We consider Robins’s marginal and nested structural models and propose likelihood and regression estimators in the cross-sectional setting. These estimators are, in theory, asymptotically more efficient than AIPW and AG estimators if the propensity score model is correct but the outcome regression model is misspecified. In a simulation study with various settings, they yield overall the smallest mean squared errors and sometimes have substantially smaller variances than AIPW and AG estimators. On the other hand, there are potential limitations. The likelihood estimator is generally not doubly robust. The tilde regression estimator, although doubly robust, may yield outlying values when the fitted propensity scores are close to 0 for some treated subjects. It is important to develop appropriate methods to address these issues.
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