Abstract: The advent of generative AI technologies, particularly Large Language Models (LLMs), presents a pivotal challenge and opportunity within the statistical community. This "elephant in the room" has sparked a vital debate among statisticians regarding the discipline's trajectory in the era of genAI. In my presentation, I will delve into my insights on this pressing issue, examining its implications from both educational and research perspectives.

On the educational front, I will explore the transformative impact of LLMs on data science and statistics education. I argue that these advancements are redefining the role of data scientists, shifting their focus from traditional tasks such as coding, data manipulation, and routine analyses towards the evaluation and oversight of AI-driven analyses. This paradigm shift necessitates a reevaluation of our educational approaches to better prepare statisticians for their evolving roles. Furthermore, I will present my recent research endeavors that integrate the principles of conformal prediction with LLMs. This innovative approach not only showcases the potential of combining statistical methodologies with genAI but also sets the stage for future explorations in this interdisciplinary domain. By sharing these perspectives and findings, I aim to contribute to the ongoing dialogue on how the field of statistics can adapt and thrive amidst the rapid advancements in generative AI technologies.
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